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Consistent with the implications from a simple asymmetric information model for the bid–ask spread, we present empirical evidence that the size of the bid–ask spread in the foreign exchange market is positively related to the underlying exchange rate uncertainty. The estimation results are based on an ordered probit analysis that captures the discreteness in the spread distribution, with the uncertainty of the spot exchange rate being quantified through a GARCH type model. The data sets consist of more than 300,000 continuously recorded Deutschemark/dollar quotes over the period from April 1989 to June 1989.
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1. Introduction

The bid–ask spread component of transactions costs in the foreign exchange market has received little attention in the literature. Early studies on the subject, such as Glassman (1987) and Boothe (1988), concentrated on the own statistical properties of the spread. Only recently have researchers attempted to offer empirical as well as theoretical analyses of the determinants of foreign exchange market spreads. These studies include Goodhart
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(1990), Bossaerts and Hillion (1991), Black (1991), Melvin and Tan (1992) and Bollerslev and Domowitz (1993). Yet no explicit analysis of the relationship between the magnitude of foreign exchange market spreads and the underlying exchange rate volatility is currently available. Intuitively, unambiguous ‘good’ or ‘bad’ news regarding the fundamentals of the exchange rate should have no systematic effect on the spread. Both the bid and the ask prices should adjust in the same direction in response to the traders receiving buy or sell orders that reflect the particular news event. Greater uncertainty regarding the future spot rate, as associated with greater volatility of the spot rate, is likely to result in a widening of the spread, however.

The next section provides a simple theoretical framework that illustrates this role of uncertainty, or volatility, in determining the spread. In section 3 we empirically test the implications of the theory using ordered probit analysis and GARCH estimates of the exchange rate volatility. The tests are based on a high-frequency data set that consists of every Deutschemark/dollar quote posted on the Reuters screen for the interbank foreign exchange market during a 3-month period in 1989. The total number of such quotes exceeds 300,000.\textsuperscript{1} Section 4 summarizes and concludes the study.

2. A simple model of volatility and the bid–ask spread

The formal setup for our stylized market microstructure model is motivated by the analysis in Glosten and Milgrom (1985), Admati and Pfleiderer (1989), and Andersen (1993). We assume that the foreign exchange market is comprised of two kinds of traders: liquidity traders and information-based traders. Liquidity traders’ transactions are driven by the needs for buying and selling goods and services and financial assets internationally. These traders do not speculate, but buy or sell currencies due to the financing needs of their normal business activity. Informed traders profit by intermediating the demands and supplies of foreign exchange for the liquidity traders. This group of traders also take positions in the foreign exchange market based on information advantages received through their dealings with the liquidity traders or, more generally, information asymmetries regarding fundamentals underlying the determination of the spot exchange rate.

The liquidity traders constitute the proportion \((1 - j)\) of the total market participants. The liquidity traders receive a signal to either buy or sell foreign

\textsuperscript{1}The foreign exchange market is by far the largest financial market in the world. According to recent estimates, on a busy day more than $600 billion worth of currencies are traded. The Deutschemark/dollar is the most actively traded spot rate, accounting for more than one-third of the total volume. Although the posted quotes on the Reuters screen are only indicative, with all the transactions done over the telephone, reputation effects preclude the posting of prices at which a bank would subsequently refuse to deal. For a more thorough description of the important institutional features characteristic to the foreign exchange market, see Goodhart (1988), Tygier (1988), and Lyons (1991).
currency regardless of the actual value of the currency in comparison with the bid or the ask prices prevailing at the time. Informed traders constitute the remaining $\lambda$ proportion of the market. This group of traders receives some information about the true underlying fundamental value of the exchange rate, say $s_t$. This fundamental value is assumed to evolve over time according to a martingale model,

$$s_t = s_{t-1} + \varepsilon_t,$$

(1)

where $E_{t-1}(\varepsilon_t) = 0$, $E_{t-1}(\varepsilon_t^2) = \sigma_t^2$, and $E_{t-1}(\cdot)$ denotes the conditional expectation based on the information set generated by the past values of $s_t$. To simplify the analysis below we furthermore assume that the standardized innovations, $\varepsilon_t \sigma_t^{-1}$, are independent and symmetrically, but not necessarily identically, distributed through time.

At time $t-1$, one of the many market-making traders will set bid and ask quotes, $B_t$ and $A_t$, good for trading at time $t$. The bid-ask spread is assumed to be set symmetrically around the known fundamental price prevailing at the time of quote formation, i.e. $A_t = s_{t-1} + k_{t,t-1}$ and $B_t = s_{t-1} + k_{t,t-1}$. Thus, the quoted spread for trades at time $t$, $K_t \equiv A_t - B_t = 2k_{t,t-1}$, depends on time $t-1$ information only.

Trades at existing quotes will generate losses, on average, for the market-maker when the party acting in response to the quote is an informed trader. Informed traders, who received the signal $\varepsilon_t$, buy currency if $A_t < s_t$ and sell currency if $s_t < B_t$. For values of $B_t \leq s_t \leq A_t$, the informed traders cannot profit from knowing the true fundamental value revealed by $\varepsilon_t$. The uninformed traders only know $s_{t-1}$, and expect $\varepsilon_t$ to equal zero.

Trader positions are limited by the convention that existing quotes are only good for up to some maximum quantity of currency. Assuming that the market-makers limit trading to one unit of currency at existing quotes, the loss for the quoting trader relative to the true value $s_t$ arising from informed trading is therefore

$$\pi_t = \min \left[ s_t - B_t, 0, A_t - s_t \right] = \min \left[ \varepsilon_t + k_{t,t-1}, 0, k_{t,t-1} - \varepsilon_t \right].$$

(2)

Let $P_{t-1}(\cdot)$ denote the probability conditional on the time $t-1$ information.

---

2For simplicity we assume that the proportion of information-based traders is time invariant. The model could be generalized, at the expense of notational complexity, to accommodate endogenous information acquisition following the analysis in Admati and Pfleiderer (1989). The positive relationship between the spread and the uncertainty of the fundamental value remains intact under fairly general assumptions, however.

3In practice, the time between the quotes may depend on the information arrivals. We abstract from this complexity here. We also note that the model of trading activity in the foreign exchange market developed by Lyons (1991) ignores any effect of informational heterogeneity, or exchange rate volatility, in determining the size of the bid-ask spread.

4Assuming only partial information about $\varepsilon_t$, an expected positive profit condition could be invoked for small marginal risk-neutral trades, resulting in the same qualitative conclusions.
Since the standardized innovations, \( Z_t \equiv \epsilon_t \sigma_t^{-1} \), are assumed to be independent and symmetrically distributed through time, the expected loss from informed trading may be expressed as

\[
E_{t-1}(\pi_t) = E_{t-1}(\epsilon_t + k_{t,t-1} | \epsilon_t + k_{t,t-1} < 0) P_{t-1}(\epsilon_t + k_{t,t-1} < 0) \\
+ E_{t-1}(k_{t,t-1} - \epsilon_t | k_{t,t-1} - \epsilon_t < 0) P_{t-1}(k_{t,t-1} - \epsilon_t < 0)
\]

\[
= 2[k_{t,t-1} - E_{t-1}(\epsilon_t | k_{t,t-1} < \epsilon_t)] P_{t-1}(k_{t,t-1} < \epsilon_t)
\]

\[
= 2[k_{t,t-1} - \sigma_t E(Z_t | k_{t,t-1} < \epsilon_t)][1 - P(Z_t < k_{t,t-1} \sigma_t^{-1})] < 0.
\]

(3)

Assuming an equal probability of a buy or a sell order from the liquidity traders, it follows that the expected profit for the quoting trader conditional on an uninformed trade equals:

\[
E_{t-1}(\pi^u_t) = E_{t-1}(\frac{1}{2}(A_t - S_t) + \frac{1}{2}(S_t - B_t)) = k_{t,t-1} > 0.
\]

(4)

Combining the expected trading loss in Eq. (3) with the gain in Eq. (4) yields the expected profit for the market-maker conditional on time \( t-1 \) information:

\[
E_{t-1}(\pi_t) = E_{t-1}(\pi_t^i + \pi_t^u)
\]

\[
= 2 \lambda [k_{t,t-1} - \sigma_t E(Z_t | Z_t > k_{t,t-1} \sigma_t^{-1})][1 - P(Z_t < k_{t,t-1} \sigma_t^{-1})]
\]

\[
+ (1 - \lambda) k_{t,t-1}.
\]

(5)

In equilibrium, competition from other banks or market-makers will drive this expected profit to zero.\(^5\) Expressing this zero profit condition in terms of the total spread, \( K_t = 2k_{t,t-1} \), yields

\[
K_t = \sigma_t 4 \lambda E(Z_t | Z_t > k_{t,t-1} \sigma_t^{-1})[1 - P(Z_t < k_{t,t-1} \sigma_t^{-1})]
\]

\[
\times [1 + \lambda - 2 \lambda P(Z_t < k_{t,t-1} \sigma_t^{-1})]^{-1}.
\]

(6)

Since the conditional expectation and probabilities on the right-hand side of

\(^5\)In practice the benefits from posting quotes and being perceived as an active market participant and a better provider of liquidity by third-party customers is likely to outweigh the direct costs of quote formation. Banks might therefore be willing to post quotes even though the direct expected profit from providing liquidity is zero in the absence of any superior information. Also, as noted by Lyons (1991), if a bank continuously refuses to quote bid and ask prices, or quote uncompetitive spreads, other traders might reduce their contact, thereby effectively excluding the bank from the network that makes up the market.
Eq. (6) only depend on the time $t-1$ information set through $\sigma_t^{-1}k_{t,t-1}$, it follows that in equilibrium the spread must move proportional to the conditional standard deviation of the true fundamental value of the exchange rate. Of course, in a more general model with endogenous information acquisition, this simple proportionality condition no longer holds true. The result that an increase in $\sigma_t^2$ leads to an increase in $K_t$ remains generally valid, however. This relationship between exchange rate volatility and the spread is the focus of the empirical analysis to which we now turn.

3. Empirical evidence in volatility and the spread

Section 2 derives the theoretical proposition that greater exchange rate volatility is associated with a greater spread. Before describing the econometric methodology employed in testing this hypothesis, we briefly discuss our data.

3.1. Continuous Deutschmark/dollar spot rate quotations

The data set consists of every Deutschmark/dollar quote that appeared on the Reuters screen over the period from 9 April to 30 June 1989. During these 3 months a total of 305,604 quotes were posted on the screen by some 125 different banks. Each observation on a quote lists the time of day, the Reuters code for the name of the bank making the quote, the city where the bank is located, together with the bid and ask prices. To illustrate, consider the following four consecutive quotes for Monday 27 June 1989:

<table>
<thead>
<tr>
<th>Code</th>
<th>Bank</th>
<th>City</th>
<th>Bid</th>
<th>Ask</th>
</tr>
</thead>
<tbody>
<tr>
<td>100248</td>
<td>PRIVAT</td>
<td></td>
<td>1.9515</td>
<td>25</td>
</tr>
<tr>
<td>100300</td>
<td>COMMERZB</td>
<td>H.K.</td>
<td>1.9530</td>
<td>37</td>
</tr>
<tr>
<td>100306</td>
<td>CHASE</td>
<td>FFT</td>
<td>1.9530</td>
<td>40</td>
</tr>
<tr>
<td>100312</td>
<td>ROY SCOT</td>
<td>LDN</td>
<td>1.9529</td>
<td>34</td>
</tr>
</tbody>
</table>

The time of day is GMT, or Greenwich Mean Time; for the first observation it is 10:02:48. That is, 10:02 a.m. and 48 seconds. The second observation is at 10:03:00 a.m., or just 12 seconds later. The second field refers to the bank making the quote. The third field is the location of the quoting bank. The major banks participating in the interbank foreign exchange market have

---

6Given a particular distributional assumption for $Z_t$, it would be possible to solve for $K_t$ as an implicit function of $\sigma_t$ and $z$.

7The data set was provided by Charles Goodhart. The same set of data has previously been analyzed by Goodhart (1990), Goodhart and Demos (1990), Goodhart and Figliuoli (1991) and Bollerslev and Domowitz (1993) in exploring other high-frequency intra-day aspects of the foreign exchange market. We note again that the quotes on the Reuters screen are only indicative of current prices and not actual transactions prices. The actual buying and selling is done through telephone conversations.
branches all over the world. The fourth field gives the bid and ask prices. Thus, at 10:02:48 Privat Banken (PRIVAT) in Copenhagen (COP) was willing to buy marks at 1.9515 per dollar, and sell marks at 1.9525 per dollar. For the four observations listed here the spreads are 0.0010, 0.0007, 0.0010, and 0.0005, respectively.

As documented by Goodhart and Demos (1990) and Bollerslev and Domowitz (1993), the number of quote arrivals have a very distinct time pattern across the hours of the day and the different days of the week. For the present analysis, we note the fact that Saturday and Sunday quote volume is sharply lower than weekdays. The number of quotes by the days of the week are: Monday, 60,095; Tuesday, 66,109; Wednesday, 63,812; Thursday, 61,521; Friday, 53,082; Saturday, 98; and Sunday 887. With the exception of lunchtime in the Far Eastern markets, on weekdays the interval between quotes is typically measured in seconds. On weekends, hours may elapse without any quote activity. Because of this lack of continuity in the weekend quotes, the subsequent estimation is done excluding all Saturday and Sunday observations.

The model in section 2 related changes in the spread to changes in exchange rate volatility. The bid and ask may move together, so that there is no change in the spread when trading is simply driven by ‘good’ or ‘bad’ news. For instance, if market-makers are receiving one-sided buy (sell) orders, they may increase (decrease) the bid and the ask by the same amount in response to the market pressure.\(^8\) If, however, there is more uncertainty regarding the future spot rate, our stylized theoretical model suggests that the spread should widen. The data indicate that for 8.0 percent of the observations, the bid and the ask move up together with no change in the spread. In 8.3 percent of the observations, the bid and the ask move down together resulting in no change in the spread. Thus, the majority, or 83.7 percent, of the observations actually involve a change in the spread compared with the previous pair of quotes.

In addition to examining the data across all quoting banks, the data set allows us to analyze the major market-makers individually. Table 1 lists the five banks with the most quotes posted. Not surprisingly, Deutsche Bank is the leading market-maker, with more than 30,000 quotes during the time under study. The next four banks are Morgan Guaranty, Societe Generale, Citibank, and Credit Suisse. These five banks account for 30.4 percent of the overall quote activity. The data on the frequency of change in the spread across the large banks are very similar to the findings for the full data set. Only between 14 and 21 percent of the observations result in no change.

\(^8\)We focus here on variations in the quoted spreads as a function of volatility. Of course, imbalanced buy or sell orders could also affect the quoted spreads as market-makers try to encourage a more balanced order flow.
in the spread from the same banks' most recent quote pair. The distribution of no change in the spread is roughly symmetric. In summary, the overwhelming majority of the observations do involve a shift in the spread.

3.2. **GARCH estimation of volatility**

The empirical investigation of the relationship between the spread and the associated exchange rate uncertainty requires an explicit proxy for the time-varying volatility of the spot rate. Numerous studies have demonstrated that exchange rate volatility may be conveniently modeled as a GARCH process. Following this literature, we here employ a two-stage estimation procedure in which the conditional variance for the spot exchange rate is first estimated as a GARCH process. These estimates for the conditional variance are then used as our proxy for exchange rate volatility in the second-stage model for the temporal behavior of the spread. The implicit assumption is that the market-makers use GARCH models to forecast volatility.

We use the ask price for estimation purposes; the bid and ask prices have virtually identical higher order moments and differ only very slightly in their conditional means. The particular MA(1)–GARCH(1,1) model found to fit the data takes the form

\[
10,000 \Delta \log A_t = \mu + \theta \varepsilon_{A,t-1} + \varepsilon_{A,t},
\]

\[
\sigma_{A,t}^2 = \omega + \alpha \varepsilon_{A,t-1}^2 + \beta \sigma_{A,t-1}^2,
\]

\[
\varepsilon_{A,t} | I_{t-1} \sim N(0, \sigma_{A,t}^2),
\]

where \( I_{t-1} \) denotes the time \( t-1 \) information set, and \( \mu, \theta, \omega, \alpha, \) and \( \beta \) are the parameters to be estimated.\(^\text{10}\) The time \( t \) subscript refers to the place in

\(^9\)See Bollerslev et al. (1992) for a recent survey of this extensive literature.

\(^{10}\)Since the second to second movements in the ask prices are typically very small, we scaled the logarithmic first differences by 10,000 for numerical reasons. For a more complete description of the quasi-maximum likelihood estimation procedure employed see Bollerslev et al. (1992).
the order of the series of quotes, so that $\hat{\sigma}_{\lambda, t}^2$ provides an estimate of the price volatility between quotes.

The particular specification for the conditional variance in Eq. (7) may be justified by the theoretical arguments in Nelson (1990, 1992). Intuitively, if the sample path for the true unobservable volatility process is continuous, it follows that on interpreting the GARCH(1,1) model as a non-parametric estimator, or a one-sided filter, the resulting estimates for the conditional variance will generally be consistent as the length of the sampling interval goes to zero.\(^1\)

Panel A of Table 2 reports the maximum likelihood estimates from the model in Eq. (7) for all of the quotes. In order to avoid any discontinuities associated with less reliable quotes originating during thin weekend trading, or potential big price jumps from Friday to Monday, the estimation was done for each of the 12 weeks in turn. Also, from a computational perspective the estimation of a GARCH model with more than 300,000 observations is not feasible in practice. Examining the table, it is obvious that the results are quite robust across the different weeks, although there appears to be a slight decline in the absolute magnitude of the estimated moving average coefficients from week 1 to week 7. The GARCH effect is highly significant, and the coefficient estimates are very similar across all of the weeks. Standard diagnostic test statistics also indicate that this relatively simple time-series model does a reasonably good job of tracking the own temporal dependencies in the conditional mean and variance of the continuously recorded spot exchange rate.\(^2\)

In addition to the estimates for each of the weeks, panel B of Table 2 reports the estimates for the same MA(1)–GARCH(1,1) model for all the ask prices from the two banks with the most quotes over the sample period. Comparing these estimates for Deutsche Bank and Morgan Guaranty with the estimates for the different weeks, the GARCH coefficients, $\alpha$ and $\beta$, are seen to be quite similar. The most marked difference between the results in panels A and B concerns the magnitude of the negative moving average coefficient, $\theta$. As illustrated by Bollerslev and Domowitz (1993), the time interval between quotes differs markedly across the trading day. The negative estimates for $\theta$ may therefore be partly attributed to a non-synchronous quoting phenomenon; see Lo and MacKinlay (1990) for a formal analysis. The more pronounced negative serial correlation for all the quotes reported in panel A when compared with the estimates in panel B may be due to

---

\(^1\)For all the data the average time interval between new quotes is only about 17 seconds. Zhou (1992) develops an alternative estimator for hourly volatility that exploits the 'continuous' nature of foreign exchange market quotation data.

\(^2\)Even though some of the portmanteau tests for remaining residual autocorrelation in $\hat{\epsilon}_{\lambda, t}/\hat{\sigma}_{\lambda, t}$ and $\hat{\epsilon}^2_{\lambda, t}/\hat{\sigma}^2_{\lambda, t}$ are significant at the conventional 5 percent critical level, with 20,000 or more observations a careful balance between type I and II errors would dictate the use of much lower significance levels.
Table 2
GARCH estimates.

\[
10,000 \Delta \log A_t = \mu + \theta \varepsilon_{A,t-1} + \varepsilon_{A,t}, \\
\sigma^2_{A,t} = \omega + \alpha \varepsilon^2_{A,t-1} + \beta \sigma^2_{A,t-1}, \quad t = 1, 2, \ldots, T. \\
\varepsilon_{A,t} | I_{t-1} \sim \mathcal{N}(0, \sigma^2_{A,t}).
\]

<table>
<thead>
<tr>
<th>Panel A: Weekly estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Individual banks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>Deutsche Bank</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Morgan Guaranty Bank</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Notes: The estimates in panel A for the different weeks are based on all the quotes for the particular week. The estimates in panel B are based on all the quotes for the two banks over the full 12-week period. Asymptotic standard errors are reported in parentheses.
differences in information, or the different interpretation of the same information, across traders. In the process of arriving at a common consensus regarding the true fundamental value, the quotes are likely to oscillate between different traders. This would lead to significantly higher negative serial correlation in the consecutive ask quotes from all the banks than for the individual bank’s quotes. Another related explanation for the negative serial correlation may arise from the individual banks adjusting to order imbalances. For instance, when a bank has recently sold Deutsche marks, resulting in a long dollar position, it may try to offset that position by skewing the spread towards towards a more favorable bid price. Finally, we note that even in the absence of any differences in beliefs regarding the true fundamental value or any adjustments for order imbalances, if the average bid–ask spreads are systematically higher for some of the banks, the more pronounced negative serial correlation for all of the quotes may simply be the result of the ask quotes bouncing back and forth between the different banks.\textsuperscript{13}

The primary purpose of the GARCH estimation was to create proxies for the conditional variance of the exchange rate to be used in the investigation of the determinants of the spread. To this end, we saved all the estimates for the conditional variances from the models in Table 2, with the individual weekly results combined into a single time series of volatility estimates for the full set of weekday quotes.

3.3. Frequency distribution of the spread

The choice of estimation strategy used in examining the statistical relationship between the spreads and the volatility estimates from the previous section is predicated on the nature of the spread data. The distribution of the foreign exchange market spreads clearly does not have continuous support. The difference between the bid–ask quote pairs tend to take on only a few distinct values. This feature of the quotes is obvious from a cursory glance at the frequency distribution given in Table 3, which lists the frequencies for the complete set of quotes and for Deutsche Bank and Morgan Guaranty separately. The raw spreads have been converted into basis points by multiplication with 10,000.

The ‘normal’ spread in the DeutscheMark/dollar market is 10 basis points. In the whole data set, 170,892 observations, accounting for 56.1 percent of

\textsuperscript{13}A highly significant first-order serial correlation coefficient has also been reported by Zhou (1992) for continuously recorded DeutscheMark/dollar quotes for all of 1990. On temporally aggregating the quotes, Zhou (1992) finds that the magnitude of the serial correlation decreases with the sampling frequency, consistent with the continuous sample path generated by a Brownian motion contaminated by ‘noise’. This also could explain the lower serial correlation for the individual banks, for which the average time interval between the quotes is longer.
the cases, took on a value of 10. This is almost exactly the same proportion as for the Morgan Guaranty quotes. For Deutsche Bank, 71.8 percent of their quotes took on a value of 10 basis points. The next most frequent spread was 5 basis points, followed by 7, and 15. These four spreads account for 97.0 percent of the totals in the entire data set, and 98.5 and 99.2 percent for Deutsche Bank and Morgan Guaranty, respectively. This lack of continuity suggests that pursuing stochastic processes with continuous state spaces will not represent the spread data very well. Addressing this issue of discreetness in U.S. stock market data, Hausman et al. (1992) used an ordered probit model in their analysis of continuously recorded transactions price changes.14 We adopt the same statistical procedure here.

3.4. Ordered probit analysis

Before turning to the results, we will briefly outline the ordered probit methodology employed in the estimation.15 Consistent with the discussion in the previous section, the observed spread, $K_r$, is assumed to take on only a fixed number of discrete values, $a_1, a_2, \ldots, a_f$. The unobservable continuous random variable, $K_r^*$, is defined by

$$K_r^* = \delta_0 + \delta^T X_r + \epsilon_{K,r}.$$  

The vector $X_r$ denotes a set of predetermined variables that affect the

---

14As noted by a referee, for simultaneity reasons Hausman et al. (1992) do not include contemporaneous trading volume in their model of tick-by-tick stock price movements, thus effectively eliminating important information from the analysis. In the foreign exchange market, however, only the quotes as analyzed here are directly available.

15 Our discussion is intuitive. For a more thorough review of the ordered probit methodology, see, for example, Maddala (1983) and Greene (1990).
conditional mean of $K^*_t$, and $\varepsilon_{K,t}$ is conditionally normally distributed with mean zero and variance, $\sigma^2_{K,t}$,
\[
\varepsilon_{K,t} | I_{t-1} \sim N(0, \sigma^2_{K,t}).
\]  
(9)

To allow for conditional heteroskedasticity in the spread, we parameterize the logarithm of $\sigma^2_{K,t}$ as a linear function of the same explanatory variables that enter the conditional mean of $K^*_t$, i.e.
\[
\sigma^2_{K,t} = \left[ \exp(\gamma'X_t) \right]^2.
\]  
(10)

As for the GARCH model in subsection 3.2, the time $t$ subscript refers to the place in the order of the series of posted quotes, as opposed to clock time.

The ordered probit model relates the observed spreads to $K^*_t$ via
\[
K_t = a_j, \quad \text{iff} \quad K^*_t \in A_j, \quad j = 1, 2, \ldots, J,
\]  
(11)

where the $A_j$'s form an ordered partition of the real line into $J$ disjoint intervals. The probability that the spread takes on the value $a_j$ is equal to the probability that $K^*_t$ falls into the appropriate partition, $A_j$. For tractability reasons, we base the empirical analysis on a classification of the spread into only four different categories. From the discussion in subsection 3.3 the four most commonly observed spreads account for 97.0 percent of the total quotes. In the categorization, the group $a_1$ is for small spreads less than or equal to 5 basis points; $a_2$ is for spreads greater than 5 but less than 10; $a_3$ denotes the 'normal' spread of 10 basis points; and $a_4$ is for large spreads greater than 10 basis points. The corresponding intervals for the unobservable latent variable $K^*_t$ are defined by
\[
A_1 \equiv ]\mu_0, \mu_0], \\
A_2 \equiv ]\mu_0, \mu_1], \\
A_3 \equiv ]\mu_1, \mu_2], \\
A_4 \equiv ]\mu_2, \infty[.
\]  
(12)

The partition parameters, $\mu_i$, are estimated jointly with the other parameters of the model.

The ordered probit model defined by Eqs. (8)-(12) allows us to estimate the probability of a particular spread being observed as a function of the predetermined variables, $X_t$. In order to test the hypothesis that the spread is partly determined by the volatility of the spot rate, the GARCH estimate of the conditional variance for the ask prices is included as one of the elements in $X_t$. Given the partition boundaries determined by the data, if a higher
conditional mean $\delta'X_t$ is caused by a larger conditional variance of the spot rate, and this raises the probability of observing a higher spread, we will infer that the hypothesized theoretical link is supported by the empirical analysis. Of course, to the extent that the estimated GARCH conditional variances only serve as a proxy for the true unobservable spot exchange rate volatilities used by agents, the results should be interpreted carefully. However, as long as $\hat{\sigma}_{A,t}^2$ is a consistent estimator, the second-stage ordered probit model generally yields consistent parameter estimates, although the associated standard errors may be downward biased compared with the results using the true unobservable $\sigma_{A,t}^2$ process. Pagan (1984) provides a formal econometric analysis of issues related to the use of generated regressors.

The evidence presented in Bollerslev and Domowitz (1993) indicates a distinct intra-day pattern in the spread distribution. It is possible that any significant effect of the conditional variance in isolation may merely reflect this dependence rather than provide an independent influence on the spread process. In order to take account of this own temporal dependence, we also include $K_{t-1}$ as an element of the $X_t$ vector in the joint estimation of the conditional mean and variance functions for $K^*_t$:

$$K^*_{t} = \delta_0 + \delta_1 \hat{\sigma}_{A,t}^2 + \delta_2 K_{t-1} + \epsilon_{K,t},$$

$$\sigma_{K,t} = \exp(\gamma_1 \hat{\sigma}_{A,t}^2 + \gamma_2 K_{t-1}).$$ (13)

All of the variables are expressed in logarithmic form. Note that the conditional variance for the spot exchange rate, $\hat{\sigma}_{A,t}^2$, is predetermined and by definition only depends on information up through time $t-1$. In addition to the parameters in (13), we also estimated the threshold parameters, $\mu_1$ and $\mu_2$. Following standard practice, and without loss of generality, the value for $\mu_0$ was normalized to zero.\(^{16}\)

3.4.1. Estimates for all quotes

Maximum likelihood estimates for the ordered probit model for the full data set are presented in the first column of Table 4. The boundaries for partitioning the data, $\mu_1$ and $\mu_2$, are estimated with a high degree of precision as seen by the large $t$-statistics. The $\delta_1$ coefficient suggests that there is a significantly positive effect of exchange rate volatility on the spread. The conditional mean of $K^*_t$ is an increasing function of $\hat{\sigma}_{A,t}^2$. This is consistent with the implications drawn from the model of section 1, and in support of the main thesis of our study. The estimate for $\delta_2$ is indicative of the strong intra-day persistence in the spread process; if the current quoted

\(^{16}\) Maximum likelihood estimates were obtained using the LIMDEP computer program for an ordered probit model with multiplicative heteroskedasticity. A description of the particular optimization method is provided in Greene (1992, ch. 2).
Table 4
Ordered probit estimates.

\[ K_{t}^* = \delta_{0} + \delta_{1} d_{t,1} + \delta_{1} K_{t-1} + \delta_{K_1}, \]

\[ \sigma_{K,t} = \exp(\gamma_{1} d_{t,1} + \gamma_{2} K_{t-1}). \]

<table>
<thead>
<tr>
<th></th>
<th>All quotes</th>
<th>Deutsche Bank</th>
<th>Morgan Guaranty</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{0} )</td>
<td>-1.826</td>
<td>-6.978</td>
<td>-6.479</td>
</tr>
<tr>
<td>( \delta_{1} )</td>
<td>1.011</td>
<td>0.664</td>
<td>0.214</td>
</tr>
<tr>
<td>(70.629)</td>
<td></td>
<td>(15.074)</td>
<td>(19.333)</td>
</tr>
<tr>
<td>( \delta_{2} )</td>
<td>0.713</td>
<td>3.730</td>
<td>3.208</td>
</tr>
<tr>
<td>(60.231)</td>
<td></td>
<td>(22.718)</td>
<td>(27.811)</td>
</tr>
<tr>
<td>( \gamma_{1} )</td>
<td>0.099</td>
<td>0.143</td>
<td>-0.171</td>
</tr>
<tr>
<td>(25.855)</td>
<td></td>
<td>(15.399)</td>
<td>(29.743)</td>
</tr>
<tr>
<td>( \gamma_{2} )</td>
<td>0.050</td>
<td>0.294</td>
<td>0.118</td>
</tr>
<tr>
<td>(8.050)</td>
<td></td>
<td>(18.104)</td>
<td>(6.276)</td>
</tr>
<tr>
<td>( \mu_{1} )</td>
<td>0.485</td>
<td>0.518</td>
<td>0.386</td>
</tr>
<tr>
<td>(77.862)</td>
<td></td>
<td>(22.259)</td>
<td>(24.891)</td>
</tr>
<tr>
<td>( \mu_{2} )</td>
<td>3.381</td>
<td>8.596</td>
<td>3.010</td>
</tr>
<tr>
<td>(75.555)</td>
<td></td>
<td>(21.765)</td>
<td>(26.577)</td>
</tr>
<tr>
<td>LR</td>
<td>58,789</td>
<td>5,444</td>
<td>20,169</td>
</tr>
</tbody>
</table>

Notes: Maximum Likelihood estimates with individual t-statistics reported in parentheses. The estimates for All quotes, Deutsche Bank and Morgan Guaranty are based on 304,607, 30,900 and 23,209 quotes, respectively. The \( \mu_{1} \) and \( \mu_{2} \) parameters define the partition intervals. LR denotes the likelihood ratio statistics for the joint significance of all the explanatory variables i.e. \( \delta_{1} = \delta_{2} = \gamma_{1} = \gamma_{2} = 0 \).

spread is large, the following spread will also tend to be large. The \( \gamma_{1} \) and \( \gamma_{2} \) coefficients highlight the importance of heteroskedasticity in the spread equation. Both the current conditional variance of the exchange rate and the lagged spread have a positive influence on \( \sigma_{K,t}^2 \).

An overall measure of the joint significance of the explanatory variables in the mean and variance part of the model is provided by the likelihood ratio statistic for \( \delta_{1} = \delta_{2} = \gamma_{1} = \gamma_{2} = 0 \) reported at the bottom of the table. The test statistic takes the value 58,789, which is overwhelmingly significant in the corresponding asymptotic chi-squared distribution with four degrees of freedom. We note that with more than 300,000 observations, considerable care should be exercised in interpreting this LR test, as well as the t-statistics for the individual coefficient estimates. For conventional significance levels the probability of a type II error is virtually zero. Along these lines, we also caution that the estimated effects are likely to have been overstated if important unobservable variables have been omitted from the analysis.

The actual magnitude of the ordered probit coefficients in Table 4 are not
easily interpreted. For instance, in a dynamic linear model for the spread, a first-order autoregressive coefficient of 3, corresponding to $\delta_2$ for the individual banks, would clearly be problematic. Thus, in order to provide an indication of the economic significance of the model estimates for the ordered probit model, we also carried out a simulation exercise. The model, assuming homoskedasticity, was evaluated at the mean values of the explanatory variables through simulation methods. This gave us a baseline for the probabilities of the spread falling into one of the four categories, i.e. $a_1$, $a_2$, $a_3$, or $a_4$. The simulations were then repeated with each of the explanatory variables increased by one standard deviation, holding everything else constant. The resulting changes in the model-generated probabilities are listed in panel A of Table 5. If the contemporaneous conditional variance of the exchange rate increases one standard deviation, then the probability of the spread falling into the lowest $a_1$ category falls by 10.8 percent. The probability of the spread being in the next highest $a_2$ category falls by 3.6 percent. The probability of the spread being in the ‘normal’ spread category of $a_3$ increases by 10.3 percent, whereas the probability of the spread being in the largest $a_4$ category increases by 4.1 percent. Clearly, these are economically meaningful shifts in the spread implied by the model.\textsuperscript{17}

3.4.2. Individual bank estimates

The results for the whole data set are interesting and in support of our theoretical model, relating volatility to the size of the bid–ask spread. However, it is useful to examine how a single bank’s posted quotes respond to volatility. Of course, the individual bank’s quotes are not updated as frequently as those for the entire data set. For comparison purposes, we therefore estimate the same ordered probit model for the spreads quoted by the two most active banks using the conditional variance estimates reported in panel B of Table 2.

These estimates for Deutsche Bank and Morgan Guaranty are given in the last two columns of Table 4. The qualitative results are the same as for the entire set of quotations. Most importantly, the $\delta_1$ coefficients indicate that exchange rate volatility has a positive and significant effect on the spread for the individual banks also. The estimates for $\delta_2$ are again positive and somewhat larger than for all the quotes. The significance of the $\gamma_1$ and $\gamma_2$ coefficients is evidence of time-varying heteroskedasticity. Both likelihood ratio statistics for the joint significance of all the explanatory variables in the mean and variance part of the model are highly significant at any levels.

\textsuperscript{17}To account for any additional temporal dependencies in the data, we also estimated an augmented version of the basic model in Eq. (13) that included two lags of both $\delta^*_t$, and $K_t$. The overall conclusion from this more general specification is broadly consistent with the findings for the simpler model reported on above. Details are available on request.
Table 5
Sensitivity analysis.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: All quotes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{\lambda, t}$</td>
<td>0.103</td>
<td>0.036</td>
<td>0.103</td>
<td>0.041</td>
</tr>
<tr>
<td>$K_{t-1}$</td>
<td>0.058</td>
<td>0.016</td>
<td>0.058</td>
<td>0.016</td>
</tr>
<tr>
<td>Panel B: Deutsche Bank</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{\lambda, t}$</td>
<td>0.046</td>
<td>0.010</td>
<td>0.044</td>
<td>0.012</td>
</tr>
<tr>
<td>$K_{t-1}$</td>
<td>0.086</td>
<td>0.022</td>
<td>0.075</td>
<td>0.033</td>
</tr>
<tr>
<td>Panel C: Morgan Guaranty</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{\lambda, t}$</td>
<td>0.061</td>
<td>0.023</td>
<td>0.081</td>
<td>0.003</td>
</tr>
<tr>
<td>$K_{t-1}$</td>
<td>0.188</td>
<td>0.114</td>
<td>0.238</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Notes: The table reports the change in the probabilities of the spread falling into each of the four different categories for the ordered probit models in Table 4 as a result of a one standard deviation increase in the mean of the various explanatory variables.

The economic significance of the coefficient estimates is illustrated through the simulations reported in panels B and C of Table 5. As the volatility of the exchange rate increases by one standard deviation, the probability of the spread falling into the lowest category drops by 4.6 and 6.1 percent for Deutsche Bank and Morgan, respectively. The other categories reflect changes in the probabilities that are consistent with greater volatility causing economically meaningful increases in the spread. The effects are similar for the lagged spread. Overall, the results are quite encouraging in terms of their support for the model sketched in section 1.

4. Conclusion

We have utilized every Deutschemark/dollar quote that crossed the Reuters screen during 3 months in the spring of 1989 to explore the link between exchange rate volatility and the bid–ask spread quoted by banks. Our results show that the foreign exchange market bid–ask spreads are characterized by strong temporal dependencies.

The quoted spreads tend to cluster about a few values. The four spread values of 5, 7, 10, and 15 basis points account for 97 percent of the quotes observed over the 3-month period. Due to this limited number of spread values quoted by banks, we used an ordered probit analysis to estimate the relationship between volatility and spreads. Separate estimation was carried out using all of the more than 300,000 weekday quotes, as well as using quotes from the two major quoting banks only.

Measuring exchange rate volatility as the conditional variance of the ask
price estimated by an MA(1)–GARCH(1,1) model, we find that there is a strong positive relationship between volatility and spreads. The coefficient estimates of the effect of the conditional variance on the spread are highly statistically significant. Simulating the effects of a one standard deviation increase in volatility also indicates a strong economic effect on the spread. For instance, using all the observations, if the volatility increases by one standard deviation, the probability that the next quote will fall in the lowest spread category declines by almost 11 percent points.

Since the quotes average 17 seconds apart for the entire sample, it is perhaps not surprising that there exists a strong temporal persistence in the quoted spreads. In addition to the estimated statistical significance of the autocorrelation in the quotes, simulating the model yields inference regarding the economic significance. The results for the entire data set indicate that if the current quoted spread increases by one standard deviation, then the probability that the next quote will fall in the lowest spread range falls by almost 6 percent.

The findings of this paper add a new layer to our knowledge of exchange rate dynamics and their determinants at the microstructure level. Motivated by a stylized model of quote formation, the empirical investigations were conducted using a unique data set of continuously recorded bid–ask quotations. As such, the study provides a new look at the foreign exchange market, and it is our hope that it will stimulate further research on the distinctive microstructure characteristics of this global financial market.
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