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1. Introduction

This chapter surveys theoretical and empirical work on the labor supply of women, with special reference to women in Western economies, primarily the United States, in modern times. The behavior of female labor supply has important implications for many other phenomena, including marriage, fertility, divorce, the distribution of family earnings and male–female wage differentials. The labor supply of women is also of interest because of the theoretical and empirical analysis of female labor supply, even though in other contexts (e.g., studies of consumer demand) corner solutions are often ignored. [For recent discussions of this issue]
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in the context of consumer demand studies, see Deaton (forthcoming) and Wales and Woodland (1983).]

The plan of this survey is as follows. We first present some "stylized facts" about female labor supply, and then discuss a number of theoretical models of special interest for understanding female labor supply. After considering empirical studies of the labor supply of women, we conclude with some suggestions for future research.

2. Female labor supply: Some stylized facts

This section presents some of the more important stylized facts about female labor supply. We first discuss major trends and cyclical patterns in time-series data, and then examine cross-sectional phenomena.

2.1. Trends and cyclical patterns in time-series data

Substantial secular increases in the labor force participation of women are a striking feature of the labor market in most developed economies in the twentieth century. Growth in participation began at different times and has proceeded at different rates, but since the 1960s most advanced economies have seen considerable, and at times dramatic, rises in the proportion of women—particularly married women (especially those with small children)—in the labor force.

Table 2.1

<table>
<thead>
<tr>
<th>Age (in years)</th>
<th>1960</th>
<th>1970</th>
<th>1980</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>5.4</td>
<td>6.1</td>
<td>6.4</td>
</tr>
<tr>
<td>14–16–19*</td>
<td>24.4</td>
<td>26.4</td>
<td>28.1</td>
</tr>
<tr>
<td>20–24</td>
<td>30.8</td>
<td>32.1</td>
<td>33.5</td>
</tr>
<tr>
<td>25–44</td>
<td>57.4</td>
<td>58.0</td>
<td>58.6</td>
</tr>
<tr>
<td>45–64</td>
<td>83.9</td>
<td>84.3</td>
<td>84.7</td>
</tr>
<tr>
<td>65+</td>
<td>18.6</td>
<td>20.4</td>
<td>22.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age (in years)</th>
<th>1960</th>
<th>1970</th>
<th>1980</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>5.4</td>
<td>6.1</td>
<td>6.4</td>
</tr>
<tr>
<td>14–16–19*</td>
<td>24.4</td>
<td>26.4</td>
<td>28.1</td>
</tr>
<tr>
<td>20–24</td>
<td>30.8</td>
<td>32.1</td>
<td>33.5</td>
</tr>
<tr>
<td>25–44</td>
<td>57.4</td>
<td>58.0</td>
<td>58.6</td>
</tr>
<tr>
<td>45–64</td>
<td>83.9</td>
<td>84.3</td>
<td>84.7</td>
</tr>
<tr>
<td>65+</td>
<td>18.6</td>
<td>20.4</td>
<td>22.8</td>
</tr>
</tbody>
</table>

*Age 14 or older (1960–1960) or age 16 or older (1970, 1980).
Sources:
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Table 2.2

<table>
<thead>
<tr>
<th>Age (in years)</th>
<th>1961</th>
<th>1962</th>
<th>1971</th>
<th>1981</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>25.9</td>
<td>27.4</td>
<td>29.3</td>
<td>31.2</td>
</tr>
<tr>
<td>14–16–19*</td>
<td>32.4</td>
<td>33.5</td>
<td>34.1</td>
<td>35.3</td>
</tr>
<tr>
<td>20–24</td>
<td>39.5</td>
<td>40.3</td>
<td>41.1</td>
<td>42.0</td>
</tr>
<tr>
<td>25–44</td>
<td>58.8</td>
<td>59.6</td>
<td>60.3</td>
<td>61.2</td>
</tr>
<tr>
<td>45–64</td>
<td>83.8</td>
<td>84.2</td>
<td>84.5</td>
<td>85.0</td>
</tr>
<tr>
<td>65+</td>
<td>18.6</td>
<td>19.4</td>
<td>20.2</td>
<td>21.0</td>
</tr>
</tbody>
</table>

Sources:
1981: U.S. Census of Canada, Vol. I, National Series, Table 1 (for those 65 or older) and Table 3 (for other age groups).

Table 2.3

<table>
<thead>
<tr>
<th>Age (in years)</th>
<th>1961</th>
<th>1962</th>
<th>1971</th>
<th>1981</th>
</tr>
</thead>
<tbody>
<tr>
<td>10–13</td>
<td>48.4</td>
<td>49.1</td>
<td>50.3</td>
<td>51.6</td>
</tr>
<tr>
<td>14–16–19*</td>
<td>58.4</td>
<td>59.6</td>
<td>60.9</td>
<td>62.2</td>
</tr>
<tr>
<td>20–24</td>
<td>62.4</td>
<td>63.1</td>
<td>64.5</td>
<td>66.0</td>
</tr>
<tr>
<td>25–44</td>
<td>65.4</td>
<td>66.4</td>
<td>68.0</td>
<td>69.5</td>
</tr>
<tr>
<td>45–64</td>
<td>83.6</td>
<td>84.5</td>
<td>85.5</td>
<td>86.5</td>
</tr>
<tr>
<td>65+</td>
<td>19.6</td>
<td>20.3</td>
<td>21.1</td>
<td>21.9</td>
</tr>
</tbody>
</table>

*Age 12 or older for 1961; age 14 or older for 1961; age 15 or older for 1961–1961.
*No census conducted in 1941.
Sources:
1971: Great Britain, Economic Activity, Part 1, Table 1.
1981: Great Britain General Tables, Table 12.
Table 2.4
Germany: Female labor force participation rates: (in percent) by age over time.

<table>
<thead>
<tr>
<th>Age (in years)</th>
<th>1890</th>
<th>1900</th>
<th>1920</th>
<th>1930</th>
<th>1940</th>
<th>1950</th>
<th>1960</th>
<th>1970</th>
<th>1980</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-19</td>
<td>60.6</td>
<td>67.8</td>
<td>67.2</td>
<td>79.2</td>
<td>81.3</td>
<td>75.7</td>
<td>67.3</td>
<td>75.7</td>
<td>64.4</td>
</tr>
<tr>
<td>20-24</td>
<td>58.3</td>
<td>62.0</td>
<td>67.8</td>
<td>67.8</td>
<td>68.6</td>
<td>53.7</td>
<td>70.4</td>
<td>75.6</td>
<td>67.1</td>
</tr>
<tr>
<td>25-44</td>
<td>26.9</td>
<td>37.6</td>
<td>41.9</td>
<td>45.8</td>
<td>44.2</td>
<td>37.0</td>
<td>40.5</td>
<td>46.4</td>
<td>47.6</td>
</tr>
<tr>
<td>45-64</td>
<td>25.6</td>
<td>35.5</td>
<td>36.3</td>
<td>36.4</td>
<td>36.9</td>
<td>29.1</td>
<td>31.0</td>
<td>33.5</td>
<td>33.5</td>
</tr>
<tr>
<td>65+</td>
<td>19.7</td>
<td>21.6</td>
<td>17.6</td>
<td>14.1</td>
<td>17.3</td>
<td>13.3</td>
<td>9.7</td>
<td>8.2</td>
<td>5.8</td>
</tr>
<tr>
<td>All</td>
<td>36.2</td>
<td>44.1</td>
<td>45.7</td>
<td>45.5</td>
<td>46.1</td>
<td>38.0</td>
<td>39.3</td>
<td>41.5</td>
<td>38.2</td>
</tr>
</tbody>
</table>

1*5-19 years old (1891-1950) or 15-19 years old (1960-81).
2Age 14 or over for 1891-1950; age 15 or over for 1960-81.
3Post-World War I boundaries, excluding Saar.
4Boundaries of Federal Republic of Germany, excluding Berlin.

Sources:
1960: Statistisches Jahrbuch 1962, Table 2, p. 143.
1970, 1981: ILO, Yearbook of Labour Statistics, 1975 (Table 4, p. 39) and 1982 (Table 4, p. 29).

Table 2.5
United States: Female labor force participation rates: (in percent) by marital status and year.

<table>
<thead>
<tr>
<th>Married</th>
<th>Single</th>
<th>Widowed/Divorced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1890</td>
<td>4.6</td>
<td>43.1</td>
</tr>
<tr>
<td>1900</td>
<td>5.6</td>
<td>45.9</td>
</tr>
<tr>
<td>1910</td>
<td>10.7</td>
<td>54.0</td>
</tr>
<tr>
<td>1920</td>
<td>9.0</td>
<td>-</td>
</tr>
<tr>
<td>1930</td>
<td>11.7</td>
<td>55.2</td>
</tr>
<tr>
<td>1940</td>
<td>13.8</td>
<td>53.1</td>
</tr>
<tr>
<td>1950</td>
<td>21.6</td>
<td>53.6</td>
</tr>
<tr>
<td>1960</td>
<td>31.8</td>
<td>50.7</td>
</tr>
<tr>
<td>1970a</td>
<td>38.2</td>
<td>47.5</td>
</tr>
<tr>
<td>1970b</td>
<td>40.8</td>
<td>51.0</td>
</tr>
<tr>
<td>1980</td>
<td>40.8</td>
<td>61.5</td>
</tr>
</tbody>
</table>

Sources:
1960: U.S. Department of Commerce, Bureau of the Census, U.S. Census of Population 1960, Employment Status and Work Experience, Table 3, p. 24. (Original data given for age 14 or older; figures in text calculated on assumption that half those age 14-17 were age 14-15 so as to refer to persons age 16 or older.)
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Table 2.6
Canada: Female labor force participation rates (in percent) by marital status and year.

<table>
<thead>
<tr>
<th>Married</th>
<th>Single</th>
<th>Widowed/Divorced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1921</td>
<td>21.5</td>
<td>48.1</td>
</tr>
<tr>
<td>1931</td>
<td>2.5</td>
<td>50.6</td>
</tr>
<tr>
<td>1941</td>
<td>3.8</td>
<td>60.1</td>
</tr>
<tr>
<td>1951</td>
<td>11.2</td>
<td>62.2</td>
</tr>
<tr>
<td>1961</td>
<td>22.0</td>
<td>54.3</td>
</tr>
<tr>
<td>1971</td>
<td>36.9</td>
<td>53.4</td>
</tr>
<tr>
<td>1981</td>
<td>51.9</td>
<td>61.8</td>
</tr>
</tbody>
</table>

Sources:
1921-51: Long (1958, Table A-12, p. 307). Refers to persons age 16 or older.
1981: Census of Canada 1981, Vol. 1 National Series, Table 1 (p. 1). Refers to persons age 15 or older.

and in almost all individual age groups (except for those 65 or over), Germany is to some extent an exception, for its aggregate female participation rate has changed little since 1946. The constancy of Germany's aggregate female participation rate is the net result of sizeable increases in participation among those age 25-64 accompanied by sizeable decreases for the young and the elderly.

Most of the increase in the aggregate female participation rate in recent years is attributable to an increase in the participation rate of married women, as shown in Tables 2.5-2.8, for the United States, Canada, Great Britain and Germany, respectively. Indeed, as shown in Tables 2.5 and 2.7, the participation rate of single women has actually declined somewhat in the United States and Britain, respectively. Table 2.8, for Germany, provides essentially the same evidence albeit for the more heterogenous group of "nonmarried" (single, widowed or divorced) women. Moreover, as Tables 2.5-2.8 indicate, participation has increased markedly for married women, although the participation rate of married women remains lower than that of other women.

The substantial increase in participation among women, particularly married women, stands in sharp contrast with the secular decline in male participation rates. As Pencavel (Chapter 1 in this Handbook) notes, male participation rates in developed economies have generally been falling—both in the aggregate and for most age groups—since at least the first quarter of the twentieth century. (See Pencavel's Tables 1.1-1.4, analogous to our Tables 2.1-2.4.)
On the other hand, weekly hours by women workers appear to have been falling secularly, as shown for the United States in Tables 2.9 (for manufacturing) and 2.10 and 2.11 (for the entire economy) and for Britain in Table 2.12. This decline in weekly hours worked by women workers parallels the decline in weekly hours worked by men that is documented by Pencavel (see his Tables 1.7–1.9 and 1.12, analogous to our Tables 2.9–2.12). Considered alongside the substantial secular increase in women's participation rates, these secular reductions in hours of work raise several interesting questions. First, has the secular reduction in weekly hours worked by women workers been enough to offset the secular increase in the female participation rate and reduce the total number of hours of market work of women? One may address this question using Owen's (1985) constructed measure of "total" weekly labor supply, "labor input per capita," computed as the product of the employment–population ratio and weekly hours worked by employed workers. The time series behavior of Owen's measure of female labor input per capita is presented in Table 2.13. As shown there, Owen's total female labor supply measure has approximately doubled among women age 25–64, has increased slightly among women age 20–24 and has declined only for the youngest (age 14–19) and oldest (65 or over) women.

Thus, the secular decline in female weekly hours worked has dampened, but has by no means fully offset, the effect of the secular increase in female participation in the labor force and in employment. On balance, the trend in total weekly labor input of women is clearly positive. Moreover, although participation and weekly hours of work are two of the most easily measured aspects of labor supply, they do not measure all aspects of labor supply. In particular, it is important to consider weeks worked per year as well. (We provide indirect evidence on this topic below.)

The fact that weekly hours worked by women workers have fallen even as women's labor force participation has risen also poses a subtle question concerning within-cohort as opposed to across-cohort effects. The most obvious and straightforward interpretation of the secular decline in women's weekly hours of work is that hours worked per week by women workers have indeed fallen across successive cohorts. However, the decline in weekly hours worked has been accompanied by a substantial increase in participation, and this raises the question of whether the decline in weekly hours worked may be at least partly a consequence of the addition of "low-hours" women, within each cohort, who would not be working had participation not increased. In other words, if increased participation amounts to an influx of part-time workers (e.g. because...
greater availability of jobs with flexible hours has made work more attractive than before), then average hours worked may well fall even if hours worked by those already in the labor force stay the same or even rise.

Unfortunately, developing evidence on this issue is quite difficult: there are no data on the number of hours that a woman not now participating in the labor force would work if she were to work, must less data showing how this number has changed over time.

It does, however, seem clear that successive cohorts of women have generally supplied steadily increasing amounts of labor, where “labor supply” is defined as participation in the labor force, employment, weekly hours worked by the total population or annual hours worked (by either the working population or the total population). First, as shown in Table 2.14 and Figure 2.1, respectively, participation in the labor force and in paid employment have increased in successive cohorts of U.S. women: in general, more recent cohorts are more oriented towards market work than were earlier cohorts. Moreover, among the most recent cohorts there appears to have been a dampening or even a disappearance of the decline in market activity at childbearing and childrearing ages that was characteristic of earlier cohorts. Table 2.15 and Figure 2.2 show data on employment rates by cohort for Britain that tell a story similar to the one in Table 2.14 and Figure 2.1, which refer to the United States.

A final piece of evidence on the behavior of successive cohorts appears in Tables 2.16 and 2.17, which present alternative measures of “total” labor supply (defined to include both employment and hours worked) for successive cohorts of U.S. women. [See also Smith (1983), who presents more detailed calculations for the shorter period 1977–81.] Table 2.16 presents Owns’s (1985) series on total weekly labor input per capita by cohort, in which total labor supply is defined as the product of the employment rate and weekly hours worked by working women. Although it is obviously too early in the “lifetime” of the 1960 cohort to
be sure, Table 2.16 suggests that total weekly labor supply may well be higher (at least between the ages of 25 and 64) for more recent cohorts than it was for earlier cohorts.

Table 2.17 presents two series on cohort annual labor supply derived by Smith and Ward (1984, 1985). The first panel refers to annual hours worked by working women (calculated as the product of weekly hours worked times weeks worked per year among women who work). It suggests that, at a minimum, annual hours worked by working women have not fallen at the same rate as weekly hours worked: evidently, the secular downturn in the latter has been offset to a considerable extent by a secular increase in weeks worked per year. The second panel of Table 2.17 provides analogous information by cohort on “total” annual labor supply, i.e. the product of the employment-population ratio and annual hours worked by working women. Although the changes in total annual labor supply across cohorts are somewhat uneven, there is some indication that total annual labor supply is higher among more recent cohorts (though the increase in

<table>
<thead>
<tr>
<th>Table 2.11 United States, 1955–82, and United Kingdom, 1959–82: Average weekly hours worked.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>United States: Females</strong></td>
</tr>
<tr>
<td><strong>United Kingdom</strong></td>
</tr>
<tr>
<td><strong>All years</strong></td>
</tr>
<tr>
<td><strong>All adults</strong></td>
</tr>
<tr>
<td>1938</td>
</tr>
<tr>
<td>1940–44</td>
</tr>
<tr>
<td>1950–54</td>
</tr>
<tr>
<td>1955–59</td>
</tr>
<tr>
<td>1960–64</td>
</tr>
<tr>
<td>1965–69</td>
</tr>
<tr>
<td>1970–74</td>
</tr>
<tr>
<td>1975–79</td>
</tr>
<tr>
<td>1980–82</td>
</tr>
</tbody>
</table>

*Notes:* The U.K. data relate to full-time manual workers and are taken from each October's earnings and hours enquiry of the major industries. The data are published in various issues of the Ministry of Labour Gazette and of the Department of Employment Gazette. The United States data derive from household interviews in the Current Population Survey and measure the average hours actually worked (not those paid for) of female employees in nonagricultural industries at work. (Consequently, those absent from work because of illness, vacation, or strike are not represented in these figures.) For the years 1955–58, the data are published in the Current Population Reports, Labor Force Series P-50, issues number 63 (Table 3), 72 (Table 18), 85 (Table 18), and 89 (Table 24). For the years 1959–64, the data are from Special Labor Force Reports, Table 0-7 of each issue, Report numbers 6, 14, 23, 31, 43, and 52. For the years 1965–82, the data are taken from each January's issue of Employment and Earnings which give the figures for the preceding year. Before 1967, the youngest age group relates to those aged 14–17 years and from 1967 it relates to 16–17 years.

<table>
<thead>
<tr>
<th>Table 2.12 Great Britain: Percentage distribution of weekly hours worked by female employees in 1968, 1977 and 1981.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>September 1968</strong></td>
</tr>
<tr>
<td>0 &lt; h ≤ 24</td>
</tr>
<tr>
<td>24 &lt; h ≤ 30</td>
</tr>
<tr>
<td>30 &lt; h ≤ 35</td>
</tr>
<tr>
<td>35 &lt; h ≤ 37</td>
</tr>
<tr>
<td>37 &lt; h ≤ 39</td>
</tr>
<tr>
<td>39 &lt; h ≤ 40</td>
</tr>
<tr>
<td>40 &lt; h ≤ 42</td>
</tr>
<tr>
<td>42 &lt; h ≤ 44</td>
</tr>
<tr>
<td>44 &lt; h ≤ 46</td>
</tr>
<tr>
<td>46 &lt; h ≤ 48</td>
</tr>
<tr>
<td>48 &lt; h ≤ 50</td>
</tr>
<tr>
<td>50 &lt; h ≤ 54</td>
</tr>
<tr>
<td>54 &lt; h ≤ 60</td>
</tr>
<tr>
<td>60 &lt; h ≤ 70</td>
</tr>
<tr>
<td>70 &lt; h</td>
</tr>
</tbody>
</table>

*Notes:* These data cover all women (both manual and nonmanual workers) whose pay for the survey period was not affected by absence.

<table>
<thead>
<tr>
<th>Sources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1968: Department of Employment and Productivity, New Earnings Survey 1968, H.M.S.O., 1970, Table 83, p. 120.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2.13 United States: Female labor input per capita in selected years, 1920–77, by age.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>14–19</td>
</tr>
<tr>
<td>20–24</td>
</tr>
<tr>
<td>25–44</td>
</tr>
<tr>
<td>45–64</td>
</tr>
<tr>
<td>≥ 65</td>
</tr>
</tbody>
</table>

*Source:* Owen (1985, Table 1.3). "Labor input per capita" calculated by multiplying proportion of population employed times weekly hours of work by employed workers.
total annual labor supply, relative to earlier cohorts, is not nearly as dramatic as the increase in participation rates shown in Table 2.14).

Although the quantitative changes in female labor supply documented in Tables 2.1–2.17 are quite remarkable, the twentieth century has also seen striking qualitative changes in female labor supply, both in absolute terms and relative to men. In particular, in the United States the growth in the amount of female labor supply has been accompanied by a pronounced shift in its character: to a much greater extent than was true at the turn of the century, the representative woman worker today holds a white-collar—particularly a clerical—job. To some extent this simply reflects the economy-wide growth in the importance of white-collar work, but that is not the only factor, for the influx of women into white-collar (especially clerical) work occurred at a faster rate than did that of men.

Table 2.18 documents the changing occupational distribution of the male and female work force in the United States and shows that 20.2 percent of all women workers held white-collar jobs in 1900, versus 65.6 percent in 1980. Thus, the proportion of women in such jobs more than trebled over the period 1900–80, whereas the proportion of men in such jobs increased by a factor of only about 2.4. The proportion of men in clerical jobs increased by a factor of about 2.3, whereas the proportion of women in such jobs increased by almost ten-fold!
Table 2.15

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1920–24</td>
<td>90</td>
<td>71</td>
<td>40</td>
<td>37</td>
<td>46</td>
<td>55</td>
<td>63</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>1925–29</td>
<td>89</td>
<td>63</td>
<td>39</td>
<td>40</td>
<td>51</td>
<td>62</td>
<td>70</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>1930–34</td>
<td>90</td>
<td>65</td>
<td>39</td>
<td>39</td>
<td>51</td>
<td>70</td>
<td>73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1935–39</td>
<td>93</td>
<td>66</td>
<td>41</td>
<td>46</td>
<td>65</td>
<td>73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1940–44</td>
<td>91</td>
<td>60</td>
<td>41</td>
<td>50</td>
<td>69</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1945–49</td>
<td>90</td>
<td>66</td>
<td>50</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1950–54</td>
<td>88</td>
<td>69</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955–59</td>
<td>85*</td>
<td>63*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1960–64</td>
<td>78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Age 16–19 only.


Finally, note that the proportion of women in blue-collar and service jobs fell during 1900–80 while the proportion of men in both kinds of jobs rose. Thus, both in absolute terms and relative to men, the concentration of women in white-collar (especially clerical) jobs has increased, whereas the concentration of women in blue-collar and service jobs has decreased over the period 1900–80.

We conclude this discussion of secular trends in female labor supply by briefly considering educational attainment, marital status and fertility. First consider schooling. As shown in Tables 2.19 and 2.20, there has been a substantial increase in educational attainment of successive female cohorts in the United States and in Britain, respectively. Moreover, as Table 2.19 indicates, although median educational attainment for U.S. women has increased only slightly over time among cohorts born since 1926–30, the proportion of women with four or more years of college in successive cohorts born since that date has gone up by more than 50 percent.

If the phrase “dramatic trends” provides a nutshell characterization of women's educational attainment and labor supply, “dramatic fluctuations” provides a suitable description of the behavior of fertility and the distribution of women by marital status during the period 1890–1980. Table 2.21 documents the behavior of the distribution of women by marital status in the United States. There has clearly been a secular increase in the proportion of women in the “other” category (which consists for the most part of divorced women), but otherwise the most noteworthy feature of women's marital status distributions in the United States has been the degree to which they have fluctuated. In 1980, the proportion never married and the proportion currently married were both approximately
### Table 2.17
United States: Annual hours worked, by age, selected female birth cohorts.

<table>
<thead>
<tr>
<th>Birth Cohort</th>
<th>16</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
<th>45</th>
<th>50</th>
<th>55</th>
<th>60</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Annual hours worked by working women**

<table>
<thead>
<tr>
<th>Birth Cohort</th>
<th>1627</th>
<th>1580</th>
<th>1620</th>
<th>1633</th>
<th>1496</th>
<th>1591</th>
<th>1565</th>
<th>1605</th>
<th>1511</th>
<th>1294</th>
<th>1479</th>
<th>1456</th>
<th>1506</th>
<th>1636</th>
<th>1726</th>
<th>1620</th>
</tr>
</thead>
</table>

**Annual hours worked by all women**

<table>
<thead>
<tr>
<th>Birth Cohort</th>
<th>774</th>
<th>789</th>
<th>742</th>
<th>639</th>
<th>723</th>
<th>859</th>
<th>914</th>
<th>877</th>
<th>765</th>
<th>375</th>
<th>686</th>
<th>765</th>
<th>895</th>
<th>900</th>
<th>929</th>
<th>693</th>
<th>716</th>
<th>627</th>
<th>679</th>
<th>832</th>
<th>942</th>
<th>895</th>
<th>924</th>
<th>1084</th>
</tr>
</thead>
</table>

**Source:** Smith and Ward (1989, p. 85).

Equal to what they were in 1890, but each of these ratios has varied substantially during the period 1890-1980. For example, in both 1890 and 1980 slightly less than half of the women age 20-24 were married, but in 1960 almost 70 percent of the women in this age group were married.

Figure 2.3 plots age-specific fertility rates for the ages between 20 and 30 for cohorts of U.S. women between 1890 and 1950. As shown there, fertility rates rose substantially starting with the 1920 cohort, and in the 1910 cohort was not in the relevant age range during the years of the Great Depression, which is probably a major reason why its fertility was below that of the 1900 cohort. However, starting with the 1940 cohort, fertility began to fall again; indeed, the pattern of fertility by age for the 1950 cohort was almost identical to that of the 1910 cohort.

Although we have frequently referred to the patterns shown in Figures 2.1-2.3 and Tables 2.1-2.21 as "trends", they are actually just sets of time-series patterns and, as such, combine not only secular but also cyclical factors. For a rough and ready decomposition of observed time series into trend and cycle, we follow Pencavel (Chapter 1 in this Handbook) in regressing first differences in the labor force participation rate of a given female group (whites age 16-17, all nonwhites, etc.) on contemporaneous first differences in the unemployment rate of white males age 35-44, using annual data for 1955-82. As Pencavel notes, the intercept

### Table 2.18
United States: Occupational distribution of workers by sex and year.

<table>
<thead>
<tr>
<th>Year</th>
<th>Women</th>
<th>Men</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>20.2</td>
<td>17.6</td>
</tr>
<tr>
<td>1910</td>
<td>19.5</td>
<td>16.3</td>
</tr>
<tr>
<td>1920</td>
<td>18.8</td>
<td>15.5</td>
</tr>
<tr>
<td>1930</td>
<td>18.1</td>
<td>14.4</td>
</tr>
<tr>
<td>1940</td>
<td>17.4</td>
<td>13.3</td>
</tr>
<tr>
<td>1950</td>
<td>16.7</td>
<td>12.3</td>
</tr>
<tr>
<td>1960</td>
<td>16.0</td>
<td>11.3</td>
</tr>
<tr>
<td>1970</td>
<td>15.3</td>
<td>10.7</td>
</tr>
<tr>
<td>1980</td>
<td>14.6</td>
<td>10.1</td>
</tr>
</tbody>
</table>

**Note:** Figures in the panel labelled "Women" ("Men") show the proportion of all women (men) in the indicated occupational category in the indicated year. Figures in the panel labelled "Women/Men" show the ratio of the female to the male proportion for the indicated occupational category for the indicated year.

**Sources:**
Table 2.19
United States: Schooling completed by the female population, by age, 1980.

| Years of age in 1980 | Year of birth | Median years of school completed | Proportion of cohort whose highest schooling level completed was
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥ 4 years of college</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥ 2 years of college</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥ 4 years of high school</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥ 8 years of elementary school</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>≥ 5 years of elementary school</td>
</tr>
<tr>
<td>≥ 75</td>
<td>&lt; 1905</td>
<td>8.9</td>
<td>6.4</td>
</tr>
<tr>
<td>70–74</td>
<td>1906–10</td>
<td>9.6</td>
<td>8.1</td>
</tr>
<tr>
<td>65–69</td>
<td>1911–15</td>
<td>11.4</td>
<td>7.6</td>
</tr>
<tr>
<td>60–64</td>
<td>1916–20</td>
<td>12.1</td>
<td>7.8</td>
</tr>
<tr>
<td>55–59</td>
<td>1921–25</td>
<td>12.3</td>
<td>8.2</td>
</tr>
<tr>
<td>50–54</td>
<td>1926–30</td>
<td>12.3</td>
<td>9.9</td>
</tr>
<tr>
<td>45–59</td>
<td>1931–35</td>
<td>12.4</td>
<td>11.2</td>
</tr>
<tr>
<td>40–44</td>
<td>1936–40</td>
<td>12.5</td>
<td>13.1</td>
</tr>
<tr>
<td>35–39</td>
<td>1941–45</td>
<td>12.6</td>
<td>16.4</td>
</tr>
<tr>
<td>30–34</td>
<td>1946–50</td>
<td>12.8</td>
<td>20.2</td>
</tr>
<tr>
<td>25–29</td>
<td>1951–55</td>
<td>12.8</td>
<td>20.5</td>
</tr>
</tbody>
</table>


in these regressions is an estimate of the secular trend in a given group's labor force participation rate, and the coefficient on the male unemployment variable is a measure of the group participation rate's cyclical sensitivity.

The results of this exercise appear in Table 2.22. In general, there is a strong secular uptrend in the participation rates of most female groups (as measured by the size and significance levels of the intercept parameter, $a$), especially among whites. Note that most of the intercept or secular coefficients $a$ in Table 2.22 are larger in absolute value than are the analogous coefficients for men in Pencavel's Table 1.6.

Table 2.22 also suggests that female labor force participation is procyclical, in that the coefficient on the (change in the) male unemployment rate, $b$, is almost always negative and are larger in absolute value than the analogous coefficients for men reported by Pencavel. However, in most cases this relation is imprecisely estimated and would not be called significant at conventional test levels.

Figure 2.3. Age-specific birth rates for birth cohorts of 1890–1950, United States. Source: Smith and Ward (1984, p. 14).

<table>
<thead>
<tr>
<th>Year</th>
<th>Never married</th>
<th>Currently married</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>1890</td>
<td>51.8</td>
<td>46.7</td>
<td>1.4</td>
</tr>
<tr>
<td>1910</td>
<td>48.3</td>
<td>49.7</td>
<td>1.7</td>
</tr>
<tr>
<td>1930</td>
<td>46.0</td>
<td>51.6</td>
<td>2.1</td>
</tr>
<tr>
<td>1940</td>
<td>47.2</td>
<td>51.3</td>
<td>1.2</td>
</tr>
<tr>
<td>1950</td>
<td>32.3</td>
<td>65.6</td>
<td>2.1</td>
</tr>
<tr>
<td>1960</td>
<td>29.4</td>
<td>69.5</td>
<td>3.2</td>
</tr>
<tr>
<td>1970</td>
<td>36.3</td>
<td>60.5</td>
<td>3.2</td>
</tr>
<tr>
<td>1980</td>
<td>50.2</td>
<td>45.9</td>
<td>3.8</td>
</tr>
</tbody>
</table>

Table 2.22
United States: Estimates of trend (a) and cycle (b) in female civilian labor force participation rates, by race and age, 1955–82

<table>
<thead>
<tr>
<th>Ages in years</th>
<th>a</th>
<th>b</th>
<th>$R^2$</th>
<th>D-W</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>White</td>
<td>Black and other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total ≥ 16</td>
<td>0.695*(0.080)</td>
<td>-0.102 (0.089)</td>
<td>0.05</td>
<td>1.09</td>
</tr>
<tr>
<td>16–17</td>
<td>0.652*(0.028)</td>
<td>-1.099*(0.297)</td>
<td>0.34</td>
<td>1.58</td>
</tr>
<tr>
<td>18–19</td>
<td>0.472*(0.204)</td>
<td>-0.198 (0.228)</td>
<td>0.03</td>
<td>1.74</td>
</tr>
<tr>
<td>20–24</td>
<td>0.986*(0.175)</td>
<td>-0.021 (0.196)</td>
<td>0.00</td>
<td>1.50</td>
</tr>
<tr>
<td>25–34</td>
<td>1.257*(0.183)</td>
<td>0.078 (0.204)</td>
<td>0.01</td>
<td>0.46</td>
</tr>
<tr>
<td>35–44</td>
<td>1.006*(0.136)</td>
<td>-0.024 (0.152)</td>
<td>0.00</td>
<td>0.74</td>
</tr>
<tr>
<td>45–54</td>
<td>0.783*(0.135)</td>
<td>-0.105 (0.150)</td>
<td>0.02</td>
<td>0.74</td>
</tr>
<tr>
<td>55–64</td>
<td>0.460*(0.151)</td>
<td>-0.189 (0.169)</td>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>≥ 65</td>
<td>-0.039 (0.075)</td>
<td>-0.085 (0.084)</td>
<td>0.04</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Notes: Estimated standard errors are in parentheses next to their associated regression coefficients. “D-W” is the Durbin-Watson statistic. For ease of reading, an asterisk has been placed next to those point estimates more than twice their estimated standard errors. The data are taken from the Employment and Training Report of the President 1981 and from recent issues of Employment and Earnings; 28 observations are used in each regression summarized above.

Thus, Table 2.22 and recent work by Clark and Summers (1981, 1982) and Coleman (1984) suggest that female labor force participation in the United States is not very sensitive to cyclical factors. [Joshi and Owen (1985) report similar findings for Britain.] In contrast, older work, most notably Mincer’s (1966), found that participation—at least among married women—is strongly procyclical in the United States. A major difference between Mincer’s work and the more recent work is that the latter controls either implicitly or explicitly for possible serial correlation (e.g., by first-differencing, as in our Table 2.22, or by maximum likelihood methods, as in Clark and Summers), whereas Mincer’s work did not. Moreover, the recent results replicate Mincer’s finding that the participation of teenage and prime-age women is relatively sensitive to cyclical variation; the finding of cyclical insensitivity in recent work has to do primarily with women age 45 or older.

2.2. Cross-section patterns of female labor supply

Most of the tables discussed in Section 2.1 present gross or unadjusted relationships between a measure of labor supply (e.g., labor force participation) and a single variable such as age or marital status. In this section we present a set of relatively simple adjusted relationships between labor supply and such variables in cross-section, where “adjusted” means that other factors have been held constant via simple statistical procedures. Although these adjusted relationships do not necessarily constitute a behavioral labor supply function, they do shed additional light on labor supply in the limited sense of documenting multivariate associations between labor supply and a number of variables of interest.

Table 2.23 presents labor force participation equations fitted to 1980 Census microdata by Bowen and Finegan (1969) for six different groups of single and married women in the age groups 25–54, 55–64 and 65–74 (the youngest group of married women includes women age 14–24 as well). Since Bowen and Finegan used least squares regression, the results shown in Table 2.23 may be interpreted as estimates of linear probability models.

In general, the results in Table 2.23 imply that labor force participation is strongly related to educational attainment, with greater schooling being associated with increases (at a decreasing rate) in the probability of labor force participation. White single women below the age of 65 have a somewhat higher probability of participation than do black single women under 65, other things being equal; however, older white single women and all white married women have lower participation probabilities than do their black counterparts, other things being equal. Being (or having previously been) married is associated with a lower participation probability; so is having a large amount of “other income” (i.e., income other than own earnings, including transfer income).

Table 2.23 also suggests that, other things (including marital status and number of children) being equal, there is a fairly pronounced inverted-U-shaped relation between the probability of participation and age, especially among married women: among younger women—single or married—being older is associated first with increased and then with reduced participation; among older women, participation tends to decline with age. Finally, for married women age 14–54 with spouse present, the presence of children (particularly children under the age of six) reduces the probability of participation.

2.3. Some cautionary remarks

Although this section has been concerned with stylized facts about labor supply, we want to emphasize, in concluding it, that the stylized facts presented here may...
not necessarily say much about structural, behavioral or "causal" labor supply functions. Wage–hours combinations observed either in cross-section or over time do not necessarily trace out a behavioral ("causal") supply schedule. Rather, in general such data are the result of the interaction of both supply and demand (see, for example Chapter 1 by Pencavel in this Handbook).

Thus, examination of stylized facts is only the beginning of a behavioral analysis, not the end. Accordingly, we now turn to theoretical models of labor supply and to empirical work aimed at deriving estimates of structural, behaviorally interpretable labor supply parameters.

3. Theoretical models and female labor supply

We now consider theoretical labor supply models that are or might be used in studying female labor supply. Thus, we do not attempt to discuss comprehensively all important labor supply models: Pencavel (Chapter 1 in this Handbook).

Table 2.23
Ordinary least squares estimates of labor force participation equations fitted to data on individual women from the 1/1000 sample of the 1960 U.S. Census of Population

<table>
<thead>
<tr>
<th>Estimate of Intercept</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–4</td>
<td>3.0 (6.4)</td>
<td>8.8 (2.2)</td>
<td>13.3 (5.0)</td>
<td>11.3 (3.1)</td>
<td>8.3 (3.9)</td>
<td>3.3 (2.1)</td>
</tr>
<tr>
<td>5–7</td>
<td>3.0 (6.4)</td>
<td>8.8 (2.2)</td>
<td>13.3 (5.0)</td>
<td>11.3 (3.1)</td>
<td>8.3 (3.9)</td>
<td>3.3 (2.1)</td>
</tr>
<tr>
<td>8</td>
<td>6.5 (4.3)</td>
<td>10.2 (2.2)</td>
<td>15.4 (4.9)</td>
<td>13.5 (3.8)</td>
<td>11.3 (4.9)</td>
<td>6.9 (2.3)</td>
</tr>
<tr>
<td>9–11</td>
<td>7.4 (4.3)</td>
<td>14.0 (2.1)</td>
<td>18.1 (5.0)</td>
<td>16.1 (4.3)</td>
<td>14.2 (4.3)</td>
<td>7.4 (2.4)</td>
</tr>
<tr>
<td>12</td>
<td>12.3 (4.3)</td>
<td>20.2 (3.1)</td>
<td>24.3 (5.1)</td>
<td>22.4 (4.3)</td>
<td>20.5 (4.3)</td>
<td>12.3 (2.4)</td>
</tr>
<tr>
<td>13–15</td>
<td>13.1 (4.3)</td>
<td>21.9 (2.1)</td>
<td>28.3 (5.1)</td>
<td>26.1 (4.3)</td>
<td>24.2 (4.3)</td>
<td>13.1 (2.4)</td>
</tr>
<tr>
<td>16</td>
<td>14.1 (6.4)</td>
<td>27.2 (2.4)</td>
<td>34.3 (6.1)</td>
<td>32.5 (4.3)</td>
<td>30.6 (4.3)</td>
<td>14.5 (2.4)</td>
</tr>
<tr>
<td>≥17</td>
<td>15.9 (6.4)</td>
<td>41.0 (2.3)</td>
<td>51.0 (7.8)</td>
<td>49.1 (4.3)</td>
<td>47.2 (4.3)</td>
<td>16.1 (2.4)</td>
</tr>
</tbody>
</table>

Table 2.23 continued

<table>
<thead>
<tr>
<th>Other income</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 30</td>
<td>4.0 (2.2)</td>
<td>9.0 (2.2)</td>
<td>13.0 (3.1)</td>
<td>11.0 (3.1)</td>
<td>8.0 (3.9)</td>
<td>3.0 (2.1)</td>
</tr>
<tr>
<td>30–49</td>
<td>5.0 (2.2)</td>
<td>10.0 (2.2)</td>
<td>15.0 (4.9)</td>
<td>13.1 (3.8)</td>
<td>11.1 (4.9)</td>
<td>6.1 (2.3)</td>
</tr>
<tr>
<td>50–69</td>
<td>6.0 (2.2)</td>
<td>11.0 (2.2)</td>
<td>16.1 (5.0)</td>
<td>14.1 (4.3)</td>
<td>12.1 (4.3)</td>
<td>7.1 (2.4)</td>
</tr>
<tr>
<td>70–89</td>
<td>7.0 (2.2)</td>
<td>12.0 (2.2)</td>
<td>17.1 (5.0)</td>
<td>15.1 (4.3)</td>
<td>13.1 (4.3)</td>
<td>8.1 (2.4)</td>
</tr>
<tr>
<td>≥90</td>
<td>8.0 (2.2)</td>
<td>13.0 (2.2)</td>
<td>18.1 (5.0)</td>
<td>16.1 (4.3)</td>
<td>14.1 (4.3)</td>
<td>9.1 (2.4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Presence of child</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0 (2.2)</td>
<td>1.0 (2.2)</td>
<td>1.0 (2.2)</td>
<td>1.0 (2.2)</td>
<td>1.0 (2.2)</td>
<td>1.0 (2.2)</td>
</tr>
<tr>
<td>1</td>
<td>2.0 (2.2)</td>
<td>2.0 (2.2)</td>
<td>2.0 (2.2)</td>
<td>2.0 (2.2)</td>
<td>2.0 (2.2)</td>
<td>2.0 (2.2)</td>
</tr>
<tr>
<td>2</td>
<td>3.0 (2.2)</td>
<td>3.0 (2.2)</td>
<td>3.0 (2.2)</td>
<td>3.0 (2.2)</td>
<td>3.0 (2.2)</td>
<td>3.0 (2.2)</td>
</tr>
</tbody>
</table>

Note: Estimates are from Bowen and Feinberg (1969); see also labeled "Ref." for page number and table number for each set of estimates. Standard errors appear in parentheses next to estimated coefficients. Number of observations used is indicated by "nobs."
provides a most useful treatment of many such models; and in any case our focus is on female labor supply rather than labor supply generally.

Of course, there is no such thing as a distinct "model of female labor supply" per se: any theory worthy of the name ought to be just as applicable to men's as to women's labor supply. On the other hand, Section 3.1.1 points to a number of phenomena—marriage, the family, the occupational characteristics of labor supply—that seem to be important correlates of women's labor supply, and so are likely to be of particular interest for analyses of the labor supply of women. In analyzing the labor supply of women, it is therefore surely not unreasonable to focus on models that permit more than routine consideration of such factors.

3.1. Static models

We begin by considering static labor supply models in which decisionmakers are assumed to act as if actions taken today were irrelevant to tomorrow's economic environment, and in which accumulation of nonhuman and human wealth is ignored. From the standpoint of analyses of female labor supply, three kinds of topics seem particularly interesting: the role of the family; the allocation of time; and the heterogeneity of jobs.

3.1.1. Models of family labor supply

Family membership and its obligations seem to be very important correlates of levels of and trends in labor supply among women. (For example, the level of labor supply is generally lower but the positive trend in labor supply has usually been much stronger for married women than for single or other women.) Models that allow explicitly for the impact of family membership on decisions about hours of work, participation, etc. are therefore potentially quite useful for the analysis of female labor supply.

The conventional family labor supply model extends the analysis of the single individual by postulating a single decisionmaking unit, the family, which maximizes a twice-differentiable quasiconcave preference function

$$U = U(L_1, \ldots, L_m, C),$$

where $L_i$ is the "leisure" (nonmarket) time of family member $i$ and $C$ is the family's consumption of a composite consumer good. This maximization is subject to the constraint that total family income—the sum of its exogenous income $R$ and the earnings of its $m$ members—may not exceed the family's total expenditure on the consumer good:

$$PC \leq R + \sum_i W_i H_i,$$

where $P$ is the price of one unit of the composite good, $R$ is the amount of "exogenous" income (e.g. dividends) received by the family per period and $W_i$ and $H_i$ are the wage and hours of work of family member $i$ per period, respectively. Available time is divided between market work and leisure, so that $H_i + L_i = T$, where $T$ is total available time per period.

The first-order conditions for a maximum of (1) subject to (2) are

$$PC = R + \sum_i W_i H_i,$$

$$U_i - \mu W_i \geq 0, \quad \text{with } > \iff H_i = 0,$$

$$U_C - \mu P = 0,$$

where $\mu$ is a Lagrange multiplier that may be interpreted as the marginal utility or income to the family, $U_C$ is the partial derivative of $U$ with respect to $C$, and $U_i$ is the partial derivative of $U$ with respect to $L_i$. Note that (4a) allows for corner solutions, i.e. cases in which $L_i = T$ for at least some of the family members [Since the participation rate of married women is generally well below unity, this aspect of (4a) is particularly important.]

The comparative statics of the family labor supply model turn out to be very similar (often, identical) to those of the standard model of consumer behavior, in which an individual allocates a fixed income (and therefore does not treat labor supply or leisure as choice variables) among $n$ different consumer goods. In particular, total differentiation of (3)-(5) yields the following results concerning (any pair of) family members $i$ and $j$ when all members work:

$$dL_i/dW_j = \mu(F_{ij}/|F|) - H_j(F_{ij}/|F|),$$

$$dL_i/dR = -F_{ij}/|F|,$$

$$dL_i/dP = \mu(F_{ij}/|F|) + C(F_{ij}/|F|),$$

where $F_{ij}$ and $F_{ij}$ are the cofactors of the elements $-W_i$ and $U_{ij}$, respectively, in the matrix $F$, the bordered Hessian matrix of the utility function (i.e. the matrix
of second derivatives of $U$ bordered by the $-W_i$ and $-P$), and where

$$F = \begin{bmatrix}
0 & -W_1 & \cdots & -W_m & -P \\
-W_1 & U_{11} & \cdots & U_{1m} & U_{1C} \\
\vdots & \vdots & & \vdots & \vdots \\
-W_m & U_{m1} & \cdots & U_{mm} & U_{mC} \\
-P & U_{C1} & \cdots & U_{Cc} & U_{CC}
\end{bmatrix}$$

(9)

The similarity between (6)–(8) and the analogous expressions obtained in the standard model of consumer behavior (see, for example, Hicks (1946, esp. pp. 303–314))\(^2\) is evident. The main difference between the two models has to do with the fact that, in the labor supply model, the commodity “time” is sold (in which case it is called work) as well as consumed (in which case it is called leisure), so that whereas in the consumer behavior model increases in commodity prices reduce utility, in the labor supply model an increase in the price of time raises utility.

The first term on the right-hand side (RHS) of (6) is called the compensated cross-substitution effect (or, when $j = i$, the compensated own-substitution effect) on $i$’s leisure of an increase in $j$’s wage. It refers to the effect on $i$’s leisure time of an increase in $j$’s wage with exogenous income $R$ adjusted so as to keep family utility $U$ constant. The total effects of wage changes—the sum of the two terms on the RHS of (6)—are uncompensated effects of wage changes. The leisure times of family members $i$ and $j$ are said to be substitutes or complements in the Hicks–Allen sense depending on whether the cross-substitution term in (6) is positive or negative, respectively. By the same token, the first-term on the RHS of (8) represents the cross-substitution or income-compensated effect of a rise in the price of market goods, $P$, on family member $i$’s leisure time, $L_i$, and is positive or negative depending on whether $C$ and $L_i$ are substitutes or complements, respectively.

The second terms on the RHS of (6) and (8), and the sole term on the RHS of (7), is an income effect. By definition, an increase in exogenous income will increase $i$’s leisure time if $i$’s leisure is a “normal” good to the family, and will decrease $i$’s leisure time if $i$’s leisure time is an “inferior” good. By (6) and (8), increases in wages and prices, respectively, are to some extent akin to increases in exogenous income: at a given level of hours of work $H_j$, an increase in the wage $W_j$ of family member $j$ increases family income by $H_j$ times as much as a $1$ increase in exogenous income $R$ and so will have $H_j$ times as big an income effect; at a given level of consumption $C$, an increase in the price level $P$ reduces family income (in real or constant purchasing-power terms) by $C$ times as much as a $1$ reduction in exogenous income $R$ and so will have $C$ times as big an income effect.

The empirical content of the model consists of a number of properties that are implicit in constrained (family) utility maximization. The most important of these are homogeneity, symmetry, negativity and negative definiteness. First, the family’s leisure and consumption demand functions are homogeneous of degree zero in all wages, exogenous income and the price level taken together: leisure and consumption decisions depend only on real (and not on nominal) variables; there is no money illusion.

Second, since $F$ is symmetric because the utility function (1) is assumed to be twice differentiable, it follows that $F_{ij} = F_{ji}$, and thus that pairs of cross-substitution effects between the same two family members are equal—the property of symmetry. As Ashenfelter and Heckman (1974, p. 75) put it, symmetry means (among other things) that “an income compensated change in the husband’s wage rate has the same effect on the wife’s work effort as an income compensated change in the wife’s rate has on the husband’s work effort”.

Third, $F$ is negative definite, implying that $F_{ii}/|F| < 0$, and thus that all own-substitution effects of wage changes on leisure are negative—the property of negativity. The negative definiteness of $F$ also implies that the matrix of own- and cross-substitution effects is itself negative definite; for example, in a family with just two members, 1 and 2, both of whom work, negative definiteness implies that, at the family’s optimum,

$$\begin{vmatrix}
{s_{11}} & {s_{12}} & {s_{1C}} \\
{s_{21}} & {s_{22}} & {s_{2C}} \\
{s_{C1}} & {s_{C2}} & {s_{CC}}
\end{vmatrix} < 0,$$

(10)

$$\begin{vmatrix}
{s_{11}} & {s_{12}} \\
{s_{21}} & {s_{22}}
\end{vmatrix} > 0, \quad \begin{vmatrix}
{s_{ii}} & {s_{iC}} \\
{s_{Ci}} & {s_{CC}}
\end{vmatrix} > 0 \quad (i = 1,2),$$

(11)

where $s_{ij} = F_{ij}/|F|$ is the own- or cross-substitution effect on $i$ of the price of $j$.

Recall that (6)–(8), (10) and (11) hold only if all family members work. In the general case in which some family members do not work, the leisure times of nonworking members do not change in response to sufficiently small changes in wages, exogenous income and the price level, so that expressions analogous to (6)–(8), (10) and (11) apply in the general case only to the subset of working family members. (Hence, in that case, $F$ must be redefined to refer only to working members.) Families in which some members $j$ have $H_j = 0$, $L_j = T$, may be said to be “rationed” — that is, such families are unable to “purchase” the amount of $L_j$ they would desire to have if it were possible to ignore the constraint $L_j \leq T$. 

\(^2\) Although (6)–(8) refer to leisure, recall that it is assumed that $L_i + H_i = T$, so that — at least in this model — any change in leisure time is always accompanied by an opposite-signed change in hours of work of equal absolute magnitude. So one may readily convert (6)–(8) to expressions for changes in $H_i$ by simply multiplying their RHS by $-1$. 

---

Ch. 2: Female Labor Supply
It is interesting to note that such rationing has implications for the behavior of the family’s “unrationed” members. Much discussion of this notion relies on the Le Chatelier principle [see, for example, Samuelson (1947, pp. 36–46, 168–169)], which, in general terms, says that an individual with more options will have a more elastic supply (or demand) function in absolute value. Kneser (1976) invoked this principle to argue that the substitution effect of a rise in the husband’s wage on the husband’s hours of work will always be more positive in families in which both spouses work than in families in which the wife does not work; and that if the spouses’ leisure times are complements (substitutes) and are both normal, the negative income effect of a rise in the husband’s wage on the husband’s hours of work will be larger (smaller) in absolute value when both husband and wife work than when only the husband works. However, as Samuelson (1960) notes, such comparisons hold only at the identical consumption bundle, so that their usefulness in analyses of actual rationed and unrationed couples (whose consumption bundles are almost surely different) is somewhat limited.

By imposing additional structure on the problem (e.g. by assuming that the household utility function is quadratic in the vicinity of equilibrium), however, Heckman (1971, Essay III) was able to derive similar results for rationed and unrationed households with potentially different consumption bundles. For example, consider two households each facing the same wages and prices. One is unrationed, i.e. both husband and wife work; in the other, “rationed,” household, the husband works but the wife does not. Then, under Heckman’s assumptions, one can show (i) that the male compensated substitution effect will be smaller in the rationed than in the unrationed household; (ii) the income effect on consumption will be larger (smaller) for the unrationed household provided the wife’s home time and consumption are net substitutes (complements); and (iii) the compensated or cross-compensation effect of a rise in the male wage on household demand for goods will be smaller (larger) in rationed households if one spouse’s leisure is a net substitute for market goods whereas the other’s is a net complement (if the spouses’ leisure times are both either net complements or substitutes with market goods).

Like those discussed earlier, these propositions are consequences of the assumption that family members’ decisions are the outcome of optimization of a well-defined family utility function. However, families are made up of individuals, and can either grow or dissolve: where, then, do family utility functions come from? There are several possible answers to this question. The first is that all family members simply conform to the preferences of one of the family’s members, who may be called the family head. This answer begs the question of how a head is chosen and why other family members choose to obey the head.

The second way to justify the family utility function is to assert that the social choice conditions for the existence of a well-behaved social (i.e. family) utility function are satisfied. The difficulty here is that such existence conditions are rather stringent [on this, see Samuelson (1956)], especially for families settling issues concerning multiple attributes [Mueller (1981)].

A third rationale for the family utility function relies on intrafamily resource transfers and an assumption that family members “care” for one another (in the sense that family member i’s utility is affected by member j’s consumption of goods and leisure). As Becker (1974, p. 331) puts it, “...if one member of a household – the ‘head’ – cares enough about all other members to transfer resources to them, this household would act as if it maximized the ‘head’s’ preference function, even if the preferences of other members are quite different.” (He later adds, p. 343: “In effect, transfers between members eliminate the conflict between different members’ utility functions.”)

The difficulty with this claim is that it is not generally true [Bergstrom (1984)]. In general, my acting so as to maximize my spouse’s utility will not ensure that my own utility will be maximized even if my spouse cares for me (and is willing to transfer resources to me) to some extent; and my acting so as to maximize my own utility will not ensure that my spouse’s utility will be maximized even if I care for my spouse (and so am willing to transfer resources to my spouse) to some extent. At least in this sense, then, caring and intrafamily transfers are not generally sufficient to “eliminate the conflict between different [family] members’ utility functions.” That does not mean that being a family member can never be better than not being part of a family; but it does mean that an individual family member may have reason for questioning whether obeying the dictates of the family utility function will yield his or her potential optimum optimorum within the family – and that intrafamily conflict may well ensue.

Perhaps with these difficulties in mind, some researchers have developed alternatives to the family utility model [Pollak (1985)]. Leuthold (1968) casts family labor supply decisions in a framework that is formally rather similar to the analysis of duopoly [Allen (1938, esp. pp. 200–204)]: each individual family member maximizes his or her own individual utility, assumed to depend on the

\[ U_i = (Z_i - A)^\alpha + (Z_j + A)^\beta \]

For example, consider a very simple model of a family of two persons, m and f, with fixed endowments of wealth Z_m and Z_f and utility functions U_m = (Z_m - A)^\alpha + (Z_f + A)^\beta and U_f = (Z_f - A)^\alpha + (Z_f + A)^\beta, respectively, where A is the amount (negative or positive) that m transfers to f. (Note that since wealth is assumed fixed, labor supply is implicitly also assumed fixed, in the interest of simplification.) Then it is straightforward to show that, in general, maximizing m’s utility will not simultaneously result in maximization of f’s utility, and vice versa. (Equivalently, it can be shown that when the first order condition for a maximum of m’s (f’s) utility with respect to A is satisfied, the first order condition for a maximum of f’s (m’s) utility with respect to A is not generally satisfied.)

See Deaton and Muellbauer (1981), Hausman and Ruud (1984), Kooreman and Kaptayn (1984a), and Ramson (1985a, 1985b) for discussion of the implications of this kind of “rationing” for specification and estimation of family labor supply functions.
individual's own leisure time and on family consumption $C$, i.e.

$$U = U(L_i, C),$$

subject to the family budget constraint (2). Thus, the existence of the family is taken as given, and all consumption is implicitly assumed to be a public good. In the duopoly model, each firm seeks to maximize its own profit, but its actions affect the other firm's profit (and hence the other firm's behavior, and hence, indirectly, its own profit) because they share the same market. In the Leuthold model, each spouse seeks to maximize his or her own utility, but each family member's own actions affect the utility and behavior of all other members (and thus ultimately their own actions) because (i) each family member is assumed to derive utility from family consumption $C$, and (ii) all family members pool their incomes and are subject to the common budget constraint (2).

Specifically, in this formulation the leisure times and labor supplies of other family members $j$ do not directly affect the utility of family member $i$, but they do have indirect effects through their impact on $C$. Thus, instead of the family utility model's cross-substitution effects, the individual utility model has what may be called indirect income effects. In other words, in the family utility model, the existence of a single family utility function means that a change in the wage of family member $j$ has a cross-substitution effect on $i$'s labor supply that is of indeterminate sign but equal in magnitude to the cross-substitution effect on $j$'s labor supply of a change in $i$'s wage. In contrast, in the individual utility model, each individual maximizes his or her own utility function, but changes in the wages of other family members still affect each member's behavior because all members pool their income. Hence, a change in $j$'s wage generates what may be called an indirect income effect on $i$'s labor supply that is necessarily negative (so long as leisure times are normal goods) but not necessarily equal to the indirect income effect of a change in $i$'s wage on $j$'s labor supply. Thus, whereas the family utility model provides predictions about the magnitudes but not the signs of its cross-substitution effects, the individual utility model provides predictions about the signs but not the magnitudes of its indirect income effects.  

Bargaining models of family behavior [e.g. Horney and McElroy (1978), Manser and Brown (1979, 1980), McElroy and Horney (1981)] provide an alternative formulation of family labor supply decisions.  

emphasizes interdependency of families and the role of an individual family's relative income position, à la Duesenberry (1952) and Yehlen (1973). Grossbard-Shechtman (1984) adopts an individual utility function whose arguments include household time supplied by other persons and a budget constraint specifying that expenditures on market goods produced and on time supplied by other persons may not exceed the sum of nonwage income, earnings from market work and earnings from supplying household time to other individuals. Pay for market work $w$ and implicit prices of household time $p^h$ that the individual receives from or supplies to others are determined in labor and marriage markets, respectively; changes in exogenous factors (e.g. the relative size of the male or female population) affect marriage markets, the relative magnitudes and absolute levels of $w$ and the $p^h$ and, thus, labor supply decisions and marriage rates.
3.1.2. Models of the allocation of time

As noted in Section 3.1.1, the labor supply of women, especially married women, seems to have increased secularly by appreciable amounts, whereas, in contrast, male labor supply seems to have fallen over time (see Pencavel, Chapter 1 in this Handbook). Also, as shown in Section 3.1.3 below, much—although by no means all—of the available empirical evidence suggests that (1) the own-wage uncompensated elasticity of labor supply of women is positive and fairly large, (2) the exogenous-income elasticities of both men and women are small and (3) the own-wage uncompensated labor supply elasticity of men is small and perhaps even negative. This being the case, it is certainly possible (especially if cross-wage effects are ignored) to devise a relatively simple explanation for the difference in secular trends of men’s and women’s market work: secular increases in exogenous income have had a minor negative effect on both groups; secular wage increases have reduced men’s labor supply to a minor degree and have increased women’s labor supply to a substantial degree.

However, this explanation begs an important question: Why is the female uncompensated wage elasticity of labor supply relatively high, as suggested in many empirical studies?

In principle, answering this question is also fairly straightforward. The first step is to apply to commodity demands the discussions of input demands of Hicks (1965, pp. 242–246), Marshall (1920, pp. 386, 852–853), and Pigou (1946, p. 682); the elasticity of demand for a good (in this case, leisure) with respect to its price (in this case, the wage rate) will be greater, the greater is the availability of alternatives to that good. The next step [Mincer (1962, 1963)] is to observe that women in effect have more alternative uses for their time—market work, home work and leisure—than do men, who for the most part divide their time between only two uses, market work and leisure. In other words, the substitution towards market work that men undertake when their wage rises is primarily a substitution away from leisure, whereas a wage increase leads women to substitute away for both leisure and home work. This argument does not explain why home work is primarily women’s work. However, it does at least suggest, albeit informally, why—when that is so—women’s labor supply might be more wage-elastic than men’s.

There remains the task of dressing these rather imprecise ideas in formal clothing. In doing so, researchers have moved away from a preoccupation with market work and the rather diffuse concept of “leisure”, and towards a more general treatment of the allocation of time along a great variety of activities.

Becker (1965) remains the basic inspiration for much work along these lines. In his approach, the basic objects of choice are not consumer goods and leisure times, but rather commodities (sometimes called activities), \( Z_i \), which are “produced” using consumer goods \( C \) and time as “inputs”: time, cooking utensils and raw ingredients produce a cooked meal; time and a television set produce a form of entertainment; and so on. Hence, the family’s utility \( U \) is now given by

\[
U = U(Z_1, \ldots, Z_n),
\]

where, in turn, \( Z_i \) is given by the household production function

\[
Z_i = f(C_{i1}, \ldots, C_{in}, L_{i1}, \ldots, L_{im}),
\]

where \( C_{ij} \) is the amount of the \( j \)-th consumer good devoted to production of the \( i \)-th commodity and \( L_{ik} \), is the amount of time of the \( k \)-th family member devoted to production of \( Z_i \). As before, maximization of utility, as given by (13), is subject to the usual family budget constraint (2). The model yields a set of

\[7\]There is, however, a technical caveat to this argument. Leisure demand is simply the sum of demands for all different uses of nonmarket time (which, by Hicks’ composite commodity theorem, can legitimately be aggregated to form a single composite, leisure, because the price of each use of nonmarket time is the wage rate); but an increase in the elasticity of demand for one component in this composite (e.g. nonmarket work) need not increase the elasticity of demand for the composite (total nonmarket time) itself. For example, assume that there are only two kinds of nonmarket time: nonmarket work, \( L(1) \), and “pure” leisure, \( L(2) \), with composite leisure \( L \) equal to \( L(1) + L(2) \). It can be shown [Heckman (1971)] that the income-compensated elasticity of demand for \( L(1) \) is \( \frac{s(L)}{s(i)} \), where \( s(i) \) is the compensated elasticity of \( L(i) \) with respect to the price \( L(1) \) (if \( i = 1 \) or 2) and where \( s(L) \) and \( s(i) \) are negative by concavity of preferences. It can also be shown that in the restricted case, when \( L(1) = 0 \) (as for the stereotypical male), the restricted compensated demand elasticity for \( L \), \( s(L) \), is given by \( s(L) = \frac{s(i)}{s(1)} \), where \( s(1) \) is the income-compensated elasticity of demand for \( L \), \( L(1) \) is the amount of the \( j \)-th consumer good devoted to production of the \( i \)-th commodity, \( s(1) \) is the amount of time of the \( k \)-th family member devoted to production of \( Z_i \). As before, maximization of utility, as given by (13), is subject to the usual family budget constraint (2). The model yields a set of

\[7\]
functions for the time devoted by each family member $k$ to production of each activity $i$; $k$'s hours of work are simply the residual, i.e., $H_k = T - \sum L_{ki}$.

The main advantage of the time allocation model lies in the fact that it treats explicitly the diverse uses to which nonmarket time may be put, thereby permitting quite detailed analyses of the nonmarket behavior of family members [see, for example, Gronau (1977) and Chapter 4 in this Handbook; Kooreman and Kapteyn (1984)]. One study [Leibowitz (1974, pp. 246–247)] even finds that husbands' and wives' times are substitutable in the production of meals at the marginal rate of ten minutes of husband time for each five minutes of wife time! More generally, the model emphasizes a point that is implicit in conventional analyses but all too often ignored: goods prices as well as wage rates affect decisions about work and leisure; wage rates as well as goods prices affect decisions about consumption. [See, in particular, Minnis (1963) and Owen (1969, 1971).] In addition, the time allocation approach suggests ideas for specifying the functional form of empirical labor supply models [Wales and Woodland (1977)] and for elaboration of conventional models [see, for example, Atkinson and Stern (1981)].

Finally, the time allocation model provides a useful framework, largely absent from the quite abstract conventional labor supply model, for analyzing a variety of factors that may affect labor supply. For example, researchers since Long (1958, ch. 7) have discussed informally the labor supply effects of improvements in “household technology”—better stoves, refrigerators, etc.; and it is natural in the context of the time allocation model to treat such improvements as technical progress in the household production functions. [However, it should be noted that work such as that of Fisher and Shell (1971) provides a means of treating “quality change” or improvements in existing consumption goods within conventional consumer-behavior models.]

On the other hand, although the time allocation approach clearly represents a great advance in the analysis of nonmarket time, its potential for contributing to the understanding of market time—hours of work—should not be exaggerated. In this respect, the abstraction of the conventional model is perhaps misleading: even though the conventional model says nothing explicit about the different uses to which nonwork time may be put—meaning that the time allocation approach is clearly superior for analyses of nonwork time—virtually all of the time allocation model's predictions about labor supply can also be derived using the conventional approach. In this respect, there is little in the time allocation approach that is not also in the conventional approach, even if the former provides a much more detailed description of the setting in which labor supply decisions are made.

The main reason for this is that, in the time allocation model as in the conventional formulation, labor supply and consumption decisions ultimately depend on wages, prices and exogenous income, and utility can always be written

\[ U = U(Z_1(C_{11}, \ldots, C_{21}, L_{11}, \ldots, L_{21}), \ldots, Z_n(C_{1n}, \ldots, C_{2n}, L_{1n}, \ldots, L_{2n})) \]  

(15)

Moreover, the opportunity cost of devoting an hour of family member $i$'s time to any nonmarket activity is his or her wage, $W_i$; and the opportunity cost of devoting a unit of consumer good $j$ to any nonmarket activity is likewise the price of that good, $P_j$. Thus, one may invoke the commodity composition theorem and aggregate the nonmarket times of each family member $i$ devoted to the various activities into a single composite leisure time, $L_i$; similarly, the amounts of each consumer good $j$ devoted to the various activities may be aggregated into a single composite consumption good, $C_j$. Just to pursue this aggregation to the limit, one can then aggregate the individual composite consumption goods $C_j$ into a single composite commodity $C$ using the prices $P_i$ of the individual goods $C_j$ as weights. The end result, then, is that the utility function (15) reduces to the relation giving utility as a function of the total leisure (or nonwork) times of the $m$ different family members and of a composite good $C$—exactly as in the conventional model, and all of the major properties of labor supply and commodity demand functions found in the latter will also appear in this rewritten version of the time allocation model.

9See Hicks (1946, pp. 312–313). As applied to labor supply models, the theorem asserts that if the prices of a set of consumption goods (or leisure times) always stay in the same relation to each other, then the set of consumption goods (or leisure times) can be treated as a single composite good for purposes of analysis (where the amount of the composite good may be measured as the relative price of a composite commodity $C$ and $L_i$ in the present case, any hour of family member $i$'s time always entails the same choice of $C$ and $L_i$). In the present case, any hour of family member $i$'s time always entails the same opportunity cost, namely, $i$'s wage rate $W_i$, so the price of $i$'s time in any use relative to any other use is always unity. Hence, the nonwork or leisure hours that $i$ devotes to different activities $Z_i$ may all be aggregated into a single leisure composite $L_i$, which—since all relative prices are unity—is simply $i$'s total leisure time.

10Becker (1965, p. 505) appears to think that this is not necessarily the case and, in particular, that the own-substitution effect of a wage increase on labor supply need not be positive in the time allocation model (as must be the case in the conventional model). However, this conjecture is incorrect (for example, see Atkinson and Stern (1981)). It should be noted that the discussion in the text assumes an interior solution for the leisure time for the household's members (since, if a household member does not work, the opportunity cost of his or her time exceeds the relevant real wage rate, and aggregation of the member's nonmarket time allocations using his or her real wage is inappropriate). Thus, it is possible that the time allocation model may offer insights into nonparticipation that do not appear, or are not as readily apparent, in the conventional approach (We thank Ricardo Barros for pointing this out to us.)
To appreciate the nature of these issues in concrete terms, it is instructive to consider how one might use a very simple version of the time allocation model in analyzing the level and elasticity of women’s labor supply [see Graham and Green (1984) for an empirical application similar to the one described here]. Consider a family consisting of two persons, \( m \) and \( f \), whose well-behaved utility function depends on the family’s consumption of just one activity, \( Z \), such that \( U = Z \). Activity \( Z \) is produced via inputs of the family members times \( L \), and of a single consumer good \( C \); according to the constant-returns-to-scale Cobb–Douglas production function \( Z = L^a C^b \). The family maximizes utility subject to the constraints imposed by this production function and by the usual budget constraint, (2). A little manipulation of the first-order conditions for a maximum with respect to the \( L \) and \( C \) yields the following expression for the utility-maximizing level of \( L \) at an interior optimum:

\[
L_i = A_i F/W_i, \quad \text{where} \quad A_i = a, \quad A_m = b,
\]

and where \( F = R + T(W_f + W_m) \), the family’s “full income” (i.e. the maximum income attainable, reached if both \( m \) and \( f \) work all available hours \( T \)). Note that (16) implies that, even if \( m \) and \( f \) can earn equal market wages, \( f \) will devote more time to nonmarket work than \( m \) provided \( f \) is “better” at producing the nonmarket activity \( Z \) (i.e. provided \( a > b \)) and that this difference will be even greater if \( W_f > W_m \). Here, then, is a simple explanation for married women’s relatively low level of labor supply: in terms of the time allocation model, the reason is (at least, could be) a greater elasticity of output of activity \( Z \) with respect to married women’s nonmarket time.

Exactly the same reasoning also provides a simple explanation for the relatively large elasticity of married women’s labor supply. Use (16) and the fact that \( H_i = T - L_i \) to obtain the equation for the labor supply \( H_i \) of each family member, and then use this labor supply equation to obtain the own-wage uncompensated elasticity of \( i \)’s labor supply, \( e_{ii} \):

\[
e_{ii} = (A_i/H_i)(F/W_i) - T.
\]

So long as \( f \) is “better” at nonmarket production than \( m \) (in the sense that \( a > b \)), \( A_f/H_f > A_m/H_m \) and so \( e_{ff} > e_{mm} \) even if \( W_f = W_m \). These conclusions are reinforced if \( W_f < W_m \). In other words, this simple version of the time allocation model implies that so long as wives are “better” at (have a higher output elasticity in) nonmarket production than husbands and earn wages no greater than those of (their) husbands, the level of labor supply will be lower but the elasticity of labor supply will be greater for wives than for husbands.

That such a simple model can account for two very important stylized facts about female labor supply noted in Section 3.1.1 seems, at first glance, quite impressive. Unfortunately, there is less to these results than meets the eye; in particular, they do not establish the superiority of the time allocation model over the conventional model for purposes of understanding the labor supply of (for example) wives. To see why, note that one would get identical conclusions by simply assuming a conventional Cobb–Douglas utility function,

\[
U = L^a C^b,
\]

where, in terms of the time allocation model, \( a^* = ac, \quad b^* = bc \) and \( c^* = c(1 - a - b) \). Maximization of (18) subject to (2) also yields the expressions (16) and (17) for the level of nonmarket time and the elasticity of labor supply of the two spouses; the only difference is that whereas the time allocation model would interpret differences between \( m \) and \( f \) in leisure and elasticity of labor supply as a result of household production function elasticity differences, the conventional model would interpret such differences as a consequence of different utility function parameters. Moreover, much of the power of the household production function approach rests on some special assumptions – e.g. separability, the absence of joint production, etc. [Pollak and Wachter, (1974)] – which are not required for (and whose imposition could effectively restrict the scope of) analysis of labor supply per se. Finally, the key variable in the time allocation approach, “output” of the activity \( Z \), is unobservable, which means that from an empirical standpoint the two models are indistinguishable for all practical purposes.

In sum, although the time allocation approach may be useful in analyses of different uses of nonmarket time, the novelty of the model and its potential usefulness for analyses of market time–labor supply – may be more apparent than real.

### 3.1.3. Models of labor supply with heterogeneous jobs

Not only the quantity, but also the qualitative nature of women’s labor supply has changed substantially in the twentieth century. As shown in Section 3.1.1, women workers in the United States in the 1980s typically hold white-collar jobs – usually, clerical jobs – to a much greater extent than was the case in the 1890s. This shift in the occupational distribution of women workers has been substantial not only in absolute terms, but also – and of equal if not greater significance – relative to men.

---

10 Note also that although \( a > b \) could be interpreted as a technological relationship – e.g. that the elasticity of actual output of \( Z \) with respect to \( f \)’s time is greater than the elasticity with respect to \( m \)’s time – one could instead treat \( a > b \) as meaning merely that, for reasons (psychological, cultural, etc.) that need have nothing to do with technology as such, the family is biased towards using \( f \)’s rather than \( m \)’s time in the production of \( Z \). In other words, the parameters \( a \) and \( b \) can be interpreted in technological terms, but nothing about the model that requires that they be interpreted in this way.
This suggests that explicitly addressing the heterogeneity of work may be helpful for understanding secular trends in women’s labor supply. It may also be important for analyzing cross-sectional labor supply patterns. The reason is that, when work is heterogeneous, observed combinations of wage rates and hours of work do not necessarily describe a labor supply schedule as such. Rather, such combinations may represent only a labor supply locus with little or no significance for questions about labor supply as such. In other words, a labor supply schedule is supposed to show the amount of labor that a given individual would supply at different wage rates, other things being equal. In contrast, a labor supply locus shows only the hours of work-wage rate combinations that a given individual would choose in conjunction with other attributes of jobs—fringe benefits, working conditions and the like. [As a special but possibly widespread case, Moffitt (1984a), consider a setting in which the hourly wage offered to workers by firms depends on the number of hours worked.]

Since these other attributes may be substitutable for wages and do not necessarily remain constant along the labor supply locus, there is no reason to expect that the labor supply locus necessarily provides much information about the structural parameters of the labor supply schedule (e.g. income and substitution effects). Indeed, considered as estimates of the labor supply function, estimates of the labor supply locus may be badly biased.

On the other hand, simply including job variables in labor supply functions may also result in problems, precisely because, like labor supply, they are choice variables.

As a simple example of both kinds of difficulties, consider the regression of hours of work $H$ on the wage $W$, exogenous income $R$, a vector of background characteristics $X$ and a “job variable” $J$ (which may denote either some continuous job characteristic, or a discrete indicator of job actually held):

$$H = a + bW + cR + kX + J + e,$$

where $e$ is an error term. Fitting (19) by least squares will not provide a consistent estimate of $J$ because $J$ is endogenous, in that it is chosen along with $H$. Also, to the extent that differences in $J$ are accompanied by compensating wage differentials, $W$ is also now a choice variable, so least squares estimates of (19) may also yield biased estimates of $b$. Finally, if the individual’s choice of $J$ depends on elements in $X$ (e.g. age, schooling), then in general $e$ and those elements in $X$ will be correlated, given $J$; thus least squares estimates of (19) may also yield biased estimates of the coefficients $k$ on those elements in $X$. In sum, explicit allowance for the heterogeneity of jobs [i.e. inclusion of $J$ in labor supply functions such as (19)] requires revision or extension of existing estimation strategies.

On the other hand, if one simply ignores $J$, (19) becomes

$$H = a + bW + cR + kX + u,$$

where $u$, the composite error term, is given by $u = e + J$. Fitting (20) by least squares may result in biased estimates of all of its parameters. To see why, note that, in the conventional compensating differentials story, $J$ and $W$ are jointly determined; allowing for labor supply (which is usually ignored in compensating differentials models) simply adds $H$ to the list of endogenous variables. If so, then the composite error term $u = e + J$ will be correlated with $W$, $R$ and $X$. To put the point a bit differently, (19) is a labor supply function whereas (20) is a labor supply locus. Estimates of the parameters of (20) therefore cannot be regarded as (the equivalent of) estimates of the parameters of (19); for example, to a first approximation, estimates of the wage parameter $b$ in (20) incorporate not only the ceteris paribus effect on labor supply of a wage change—the $b$ of (19)—but also the effect of a change in $J$ on labor supply, to the extent that $J$ and $W$ are correlated.

The basic issue raised by expressions such as (19) is behavioral rather than statistical, however. In a world of heterogeneous jobs, hours, wages and jobs (or job characteristics) are all endogenously chosen. Thus, even if one had consistent estimates of the parameters of expressions such as (19), such estimates would refer only to choice of hours given choice of job (characteristics) $J$; they would reveal nothing about how exogenous changes are associated with changes in the set of endogenously-chosen variables $H$, $W$ and $J$. For example, the coefficient $c$ in (19) refers to the “direct” effect of a change in exogenous income on hours of work with $W$ and $J$ held constant; but in general a change in exogenous income will lead to changes in $J$ and $W$, and thus to “indirect” as well as direct effects on $H$.

Despite its potential importance for labor supply analysis, surprisingly little has been done to allow explicitly for the heterogeneity of work in formal labor supply models. For the most part, studies in which job heterogeneity has been considered have been concerned with compensating wage differentials, i.e. with wages rather than labor supply per se. Such studies have typically been concerned with regressing wage rates on “job variables”—e.g. continuous variables measuring job characteristics, or dummy variables denoting “job held”—and on other variables, such as schooling, work experience and the like. Studies of this kind usually provide little or no information about preferences (which might be useful for understanding labor supply to heterogeneous jobs); for the most part, they estimate the compensating wage differential required by the marginal individual in order to change the amount of a particular job characteristic or in order to change jobs per se [Smith (1979)]. Moreover, such studies usually ignore the fact that the “job variables” included in such regressions are endogenous.

Ironically (in view of the neglect of labor supply in such studies), analyzing labor supply in a model of job heterogeneity can also provide useful information on the forces that generate compensating wage differentials. By using information on labor supply as well as wages, one can estimate the supply (e.g. utility function) parameters that underly compensating wage differentials while allowing
explicitly for the endogeneity of individuals' "job variables". Thus, studying labor supply in the context of a model of job heterogeneity not only improves understanding of labor supply as such, but also permits consistent estimation of compensating wage differentials and the supply parameters that underlie such differentials. The reason for this is that data on labor supply within different jobs are generated by the same preference structure that generates job choice and compensating wage differentials. Analysis of all three outcomes—job choice, labor supply and wages—can therefore yield more information than analysis of wages alone.

Despite the potential importance of job heterogeneity, relatively little has been done to incorporate it into formal labor supply models. Tinbergen (1956) considered the choice of (variable) amounts of job characteristics—"desirable" job characteristics assumed to reduce pecuniary income but raise utility—but assumed that all jobs (i.e. distinct combinations of job characteristics) require the same hours of work. Extending this approach to allow for variable labor supply is relatively straightforward; however, one approach is to consider the joint determination of labor supply (or leisure) and a set of continuous job characteristics. A second is to consider the joint determination of labor supply (or leisure) and the discrete choice among various distinct jobs.

Atristic (1982) takes the first approach, specifying utility as a function of consumption of a composite good $C$, leisure time $L$, and the vector of characteristics of one's job, $J$. Since desirable (and undesirable) $J$ may be expected to generate compensating wage differentials, the wage rate $W$ is also a function of $J$ (instead of being given exogenously, as in most labor supply models). This leads to a model that is formally quite similar to the kind of demand system familiar to analysts of consumer expenditure; in effect, the $J$ can be treated as consumer goods that in principle are little different from other consumer goods.

For a simple example, consider the following application of this approach to the analysis of a single individual (extension to a family setting is straightforward). First, let $W$ be a linear function of the $J$, implying that the budget constraint may be written as

$$PC \leq R + H \left[w_0 + \sum_i w_i J_i \right].$$  

(21)

where the term inside square brackets is the wage function. Next, let the individual's utility be given by

$$U = U(C, L, HJ_1, \ldots, HJ_k).$$  

(22)

Then the resulting model effectively refers to the choice of labor supply $H$, leisure time $L = T - H$, the composite good $C$ and a set of $K$ additional consumption goods $K = (HJ_1, \ldots, HJ_k)$, with utility,

$$U = U(C, L, K_1, \ldots, K_k),$$  

(23)

being maximized subject to the budget constraint

$$PC + \sum_i w_i K_i \leq R + w_0 H,$$  

(24)

in which the $w_i$, $i = 1, \ldots, k$, play the role of prices, directly analogous to $P$. The parameter $w_0$ may be thought of as the individual's "potential wage", i.e. as the wage received when all the $J$ (or, equivalently, $K$) are zero; the $J$, as nonpecuniary consumption per hour of work; the $K$, as total nonpecuniary consumption. Thus, this specification leads quite simply and conveniently to a model that closely resembles those used in the estimation of systems of consumer demand functions [Barten (1977), Brown and Deaton (1977), Deaton and Muellbauer (1980)]. However, it takes explicit account of the fact that the job characteristics $J$ are endogenously chosen and that exogenous changes (e.g. in the general wage level, in $w_0$, in exogenous income, etc.) will affect the individual's $W$ and $J$ as well as $H$.

Killingsworth (1985) takes the second of the two approaches to analyzing heterogenous labor supply, considering the supply of work hours to discrete jobs (as opposed to choice of continuous job characteristics). In this framework, utility itself depends on the job one holds, other things (including the wage rate, exogenous income, etc.) being equal, as given by the (job-dependent) indirect utility function

$$V_j = V_j[w_j, R],$$  

(25)

where $j$ indexes jobs, and where the wage rate $w_j$ received by the individual when in any particular job $j$ need not be the same as the wage that would be received if the individual were in any other job. Labor supply when in job $j$ is given by direct application of Roy's Identity to (25); analysis of the individual's discrete job choice may be conducted using an index function model. (For example, in a simple world with just two jobs, the individual's discrete job choice could be analyzed using the binary probit or logit model.) Again, wages and job choice are treated as endogenous along with hours of work.

---

11 See Pencavel (Chapter 1 in this Handbook) or Killingsworth (1983, pp. 15–16) for discussion. Since the optimal (i.e. utility-maximizing) consumption and leisure values $C^*$ and $L^*$ are functions of $W$, $R$ and the price level $P$, maximum utility $V^*$—which depends on the optimal $C$ and $L$—may be written as a function of $W$, $R$ and $P$. [In other words, maximum utility $U^* = U(C^*, L^*) = V^* = V(W/P, R/P)$] Roy's Identity asserts that labor supply $H$ is given by the ratio of $(i)$ the partial derivative of $V$ with respect to the real wage $W/P$ to $(ii)$ the partial derivative of $V$ with respect to real exogenous income $R/P$. (In the expression in the text, $P$ is implicitly normalized to unity.)
Hill (1985) proceeds along similar lines, though without reference to an explicit utility function: she analyzes the labor force status of Japanese women using trinomial logit (where the three labor force categories are out of the labor force, working in family-owned enterprises or working in other paid employment); uses the logit results to derive inverse-Mills'-ratio-like variables analogous to those proposed by Heckman (1976b, 1979); and then includes these variables in regressions for labor supply and wage rates in the two employment sectors (i.e. family-owned and other enterprises).

Both the continuous job characteristics and the discrete job choice models of the supply of labor to heterogeneous work have the potential of providing useful insights into important dimensions of female labor supply. Unfortunately, except in Hill’s study (1985), such models have yet to be used to explore the structure of the occupational dimension of women’s work effort [Atrostic (1982) and Killingsworth (1985) are concerned with male labor supply]. This is an important topic for future research.

3.2. Dynamic models

We now consider dynamic labor supply models, ones in which agents act as if today’s decisions do in fact have future consequences and in which accumulation of nonhuman and/or human wealth is treated explicitly. We first discuss models in which wages at each moment are assumed to be given exogenously. We then examine models in which wages are endogenously determined, e.g. via human capital accumulation.

3.2.1. Dynamic labor supply models with exogenous wages

Until fairly recently, almost all work on labor supply either implicitly or explicitly adopted an essentially static analytical framework. In contrast, Mincer’s (1962) pioneering work is noteworthy because it not only contributed significantly to development of that framework, but also introduced ideas of a fundamentally dynamic nature.

A major motivation for Mincer’s work was an apparent paradox concerning the labor supply of women, especially married women: in cross-sections, one typically observes *inverse* relations between women’s labor force participation rates and males’ wage rates, and between wives’ labor force participation rates and husbands’ earnings; but time-series data exhibit sustained increases in participation rates for women, especially married women—“one of the most striking phenomena in the history of the American labor force” [Mincer (1962, p. 64)]—despite substantial growth in real wage rates and real incomes.

In addressing this paradox, and the labor force participation of married women generally, Mincer considered a variety of essentially static topics (e.g. the importance of the family context and of household production in labor supply decisions), several of which are discussed in Section 3.1. However, his analysis also includes several fundamentally dynamic features, including the notion of life-cycle decisionmaking and the distinction [first developed by Friedman (1957)] between permanent and transitory components of income, earnings, wages, etc. These ideas are encapsulated in the following three paragraphs in Mincer’s original paper (1962, p. 68; emphasis original):

In a broad view, the quantity of labor supplied to the market by a wife is the fraction of her married life during which she participates in the labor force. Abstracting from the temporal distribution of labor force activities over a woman’s life, this fraction could be translated into the probability of being in the labor force in a given period of time for an individual, hence into a labor force rate for a large group of women.

If leisure and work preferences, long-run family incomes, and earning power were the same for all women, the total amount of market work would, according to the theory, be the same for all women. Even if that were true, however, the timing of market activities during the working life may differ from one individual to another. The life cycle induces changes in demands for and marginal costs of home work and leisure… There are life-cycle variations in family incomes and assets which may affect the timing of labor force participation, given a limited income horizon and a less than perfect capital market. Cyclical and random variations in wage rates, employment opportunities, income and employment of other family members, particularly of the head, are also likely to induce temporal variations in the allocation of time between home, market, and leisure. It is not surprising, therefore, that over short periods of observation, variation in labor force participation, or turnover, is the outstanding characteristic of labor force behavior of married women.

To the extent that the temporal distribution of labor force participation can be viewed as a consequence of “transitory” variation in variables favoring particular timing, the distinction between “permanent” and current levels of the independent variables becomes imperative in order to adapt our model to family surveys in which the period of observation is quite short.

Subsequent researchers have drawn two major practical conclusions from these general remarks. First, some investigators have treated estimated wage and income coefficients obtained in empirical analysis of labor force participation as
theoretically equivalent to wage and income coefficients estimated in analyses of hours of work, and so have used estimates of parameters affecting participation to retrieve measures of Hicks–Slutsky income and substitution effects. Second, some researchers have argued that, given the intertemporal considerations that underly labor supply decisions, it is essential to distinguish between temporary and permanent changes in wage rates, exogenous income, and other key determinants of labor supply.\(^\text{13}\)

Although such ideas possess considerable intuitive appeal, they have not usually been derived—or even described—rigorously. This is unfortunate, for it has tended to limit quite severely the usefulness of work subsequent to Mincer’s that has relied on these notions. In what follows, we develop them formally and then apply them to the analysis of female labor supply.

Perhaps the simplest way to embed Mincer’s ideas in a formal model is to reinterpret the simple static analysis of labor supply in lifetime terms: since the single period of that model is of indeterminate length, there is no reason why the \(U, C, T, H, L, W\) and \(P\) of that model cannot be interpreted as lifetime variables. The only change necessary is to interpret \(R\) as the individual’s initial real asset holdings (instead of her “exogenous income”). For simplicity, assume a zero market rate of interest (although even that is hardly essential, since all pecuniary variables such as \(W\) and \(P\) could be appropriately discounted); and introduce an unobserved “taste” or “household production” variable \(e\) that affects (lifetime) utility \(U\) and is independent of other variables, such that

\[
U = U(C, L, e). \tag{26}
\]

Note that this implicitly assumes that leisure times at different dates are perfect substitutes for each other (and similarly for consumption of goods at different dates).

The (lifetime) budget constraint subject to which utility is maximized is

\[
P C \leq W H + R, \tag{27}
\]

exactly as in the single-period static model. However, (27) does not require an assumption that the wage be constant over the worker’s lifetime: the \(W\) in (27) is the “lifetime” wage, i.e. a kind of life-cycle average of (appropriately-discounted) single-period wage rates that may differ across periods.

To fix ideas, assume that the life cycle consists of \(T\) periods, and sort single-period real wage rates in descending order, so that \(w(1)\) denotes the highest real wage and \(w(T)\) the lowest. Then, as in the static model, a market wage-reservation wage comparison determines whether the individual will work some time during her life. Specifically, the individual will work at least one period if \(w(1)\) exceeds her (lifetime) reservation or “shadow” wage—i.e. the marginal rate of substitution evaluated at zero (lifetime) hours of work,

\[
\]

\[
U_c(R, T, e)/U_c(R, T, e) = S(R, T, e) \leq w^* \to H > 0. \tag{28}
\]

The total number of periods the individual works can be expressed in terms of a similar comparison: the individual will work exactly \(k\) periods if, when the discounted real wage rates \(w\) are sorted in descending order,

\[
w(k) \geq S(R, T, e) \geq w(k+1) \tag{29}
\]

where, by virtue of the sort, \(w(k) > w(k+1)\), and where at least one of the inequalities in (29) is strict.\(^\text{14}\) By (29), the total number of periods worked, \(k\), is a function of \(e\), real initial wealth \(R\) and the “marginal wage” \(w(k)\), i.e.

\[
k = k[w(k), R, T, e]. \tag{30}
\]

Once \(k\) and \(w(k)\) are defined as “labor supply” and “the wage rate”, respectively, this looks just like a conventional static labor supply function.

Finally, the proportion of all periods in the individual’s lifetime that are devoted to work, \(h\), is simply \(h = k/T\). Since \(k\) is a function of \(w(k), R\) and \(e\) by (30), \(h\) is also; thus, \(h\) may be expressed as

\[
h = h[w(k), R, e], \tag{31}
\]

where the \(h(\cdot)\) function of (31) is proportional to the \(k(\cdot)\) function of (30), with \(T\) being the factor of proportionality.

A practical difficulty with this model is that its estimation—e.g. fitting (30) or (31)—would seem to require data on labor supply over the entire life cycle (e.g. either \(k\) or \(h\)), which is surely an imposing hurdle for the empirical analyst. However, Mincer’s discussion, quoted above, provides an ingenious way around this difficulty: abstracting from “transitory” factors (children, transitory variation in income or wages, etc.), the timing of work over the life cycle may be

\(^{\text{13}}\)For examples of empirical studies that use analyses of participation to obtain measures of income and substitution effects, see Ashenfelter and Heckman (1974), Cai (1966) and Koster (1966, 1969).

\(^{\text{14}}\)Note that (29) closely resembles expressions obtained in purely static models of labor supply under progressive taxation (see, for example, Heckman and MacCary (1984), Killingsworth (1983)). In the latter setting, the single-period budget constraint consists of numerous Hausman (1983). In the latter setting, the single-period budget constraint consists of numerous segments, each corresponding to a different marginal rate of tax, with \(w(k)\) referring to the value of the real wage after taxes on the \(k\)th budget line segment (where \(w(k) > w(k+1)\) provided the marginal tax rate rises with income).
assumed to be random. If so, and if all individuals work at some point in their lives, then, as Heckman (1978) notes, one may estimate the parameters of (31) by simply replacing \( h \), which refers to lifetime participation and is unobservable (or quite difficult to observe), with \( Z \), i.e. a measure of participation as of a given date. In general, \( Z \) is easily measured: in aggregate time-series or cross-section data, \( Z \) would be a labor force participation rate; in microdata, \( Z \) would be a binary indicator variable denoting labor force participation or nonparticipation. In either case, then, in the absence of transitory factors, estimates of

\[
Z = Z[w(k), R] + \text{error term}
\]  

(32)

serve as estimates of (31) and can be used to retrieve conventional income and substitution effects on labor supply. That is, given estimates of the parameters of (32), one can calculate the uncompensated effect of permanent wage change on labor supply as \( dZ[w(k), R]/d\omega(k) \), and the income (more precisely, initial wealth) effect as \( dZ[w(k), R]/dR \).

However, several serious difficulties stand in the way of this approach. Some of the difficulties are practical ones. For example, estimation of (32) requires a measure of the "marginal wage" \( w(k) \) rather than of the wage prevailing as of the date referenced by the \( Z \) variable; and as (29) implies, to determine which period's wage is in fact the marginal wage, one will need information on at least part of the entire stream of wages over the life cycle. In other words, although one does not need data on lifetime labor supply to estimate (32), one does have to be able to determine which particular wage rate--of all the wages the individual will earn during her lifetime--happens to be the marginal wage rate [in the sense of (29)].

In addition to this practical problem, estimation of (32) must confront an analytical issue: using estimates of (32) to obtain measures of substitution and income effects is appropriate only when all individuals' lifetime labor supply \( H \) (or \( h \)) is positive, i.e. only when all individuals have an "interior solution" to their lifetime labor supply optimization problem. Although there is considerable controversy about the size of the female population that never works, there is at least some reason for thinking that some women do not, in fact, ever work [Ben-Porath (1973), Boothby (1984), Corcoran (1979), Heckman (1978), Heckman and Willis (1977, 1979), Mincer and Ofek (1979), Stewart and Greenhalgh (1984)]. If so, then analyses of labor force participation at a given date using expressions such as (32) will not provide useful evidence on income and substitution effects [Heckman (1978)].

To see why, note first that (32) is concerned with the probability that a given individual will work at some date \( t \), given a vector of her characteristics \( X \) (which would include the sequence of wage rates, the value of \( R \), etc.), which we will write as \( \Pr[H(t) > 0|X] \). Now, this probability may be expressed as the product of (i) the probability that this individual will ever work at any date in the life cycle, given her \( X \), which we write as \( \Pr[h > 0|X] \); and (ii) the probability that this individual will work at \( t \) given her \( X \) and given that she works at some point in the life cycle, which we write as \( \Pr[H(t) > 0|X, h > 0] \). Thus,

\[
\Pr[H(t) > 0|X] = \Pr[h > 0|X] \Pr[H(t) > 0|X, h > 0].
\]  

(33)

If the timing of participation over the life cycle is indeed "random" (or "random, leaving aside transitory factors"), then

\[
\Pr[H(t) > 0|X, h > 0] = \mathbb{E}[h|X, h > 0],
\]  

(34)

where \( \mathbb{E}[x|y] \) is the conditional expectation of \( x \) given \( y \). (34) says that, under the randomness assumption, the probability that someone will work in any particular period \( t \) given that she works at some time during the life cycle (and given her \( X \)) is simply the proportion of the entire life cycle that she works. By (34), (33) becomes

\[
\Pr[H(t) > 0|X] = \Pr[h > 0|X] \mathbb{E}[h|X, h > 0].
\]  

(35)

If everyone does work at some point in the life cycle, then \( \Pr[h > 0|X] = 1 \) and \( \mathbb{E}[h|X, h > 0] = \mathbb{E}[h|X] \), so (35) becomes

\[
\Pr[H(t) > 0|X] = \mathbb{E}[h|X].
\]  

(36)

In this case, then, estimates of (32)--which is equivalent to the left-hand side of (36)--will indeed provide measures of theoretical substitution and income effects [which underly the right-hand side of (36)]. However, note also that if some individuals never work, labor force behavior at any date \( t \) is described by (33), not (36); and that in general the partial derivatives of the right-hand side of (33) with respect to \( W/P \) and \( R/P \) will not provide useful information about substitution and income effects because they will not be equivalent to the partial derivatives of the right-hand side of (36) with respect to the same variables.

It is worth noting at this point that--contrary to what has sometimes been asserted or conjectured--lifetime labor supply in this model, as given by expressions such as (31), cannot usually be written as a function of a "permanent wage" (or, alternatively, as a function of both "permanent" and "transitory" wages). Moreover, this model does not readily yield an expression for hours worked in any given period \( t, H(t) \). To proceed further, it is helpful to use the formal model of life cycle behavior with exogenous wages summarized by Pencavel in Chapter 1 of this Handbook (note that we discuss endogenous wages in Section 3.2.2 below). That model explicitly considers \( D + 1 \) distinct periods.
(e.g. “years”) during the life cycle, with \( D \) assumed known and fixed, and specifies lifetime utility \( U \) as an additively-separable utility function

\[
U = \sum_{i=0}^{D} (1 + s)^{-i} u(C(t), L(t)),
\]

where \( C(t) \) and \( L(t) \) are the individual’s consumption of a composite good and leisure, respectively, in period \( t \); \( s \) is the individual’s subjective rate of time preference; and \( u(\cdot) \) is the strictly concave single-period utility function. [Note that this is more general than (26) in that leisure times (or consumer goods) at different dates are not assumed to be perfect substitutes.] Lifetime utility is maximized subject to a lifetime budget constraint.

\[
A(0) + \sum_{i=0}^{D} (1 + r)^{-i} [W(t) H(t) - P(t) C(t)] \geq 0,
\]

where \( A(0) \) is the individual’s initial asset holdings; \( r \) is the market rate of interest; and \( P(t) \), \( W(t) \) and \( H(t) \) are the price level, wage rate and hours of work, respectively, during period \( t \).

Now form the Lagrangian

\[
L = \sum_{i=0}^{D} (1 + s)^{-i} u(C(t), L(t))
\]

\[
+ v \left( A(0) + \sum_{i=0}^{D} (1 + r)^{-i} [W(t) H(t) - P(t) C(t)] \right),
\]

where \( v \) is a Lagrange multiplier, and obtain the first-order conditions for a constrained maximum:

\[
(1 + s)^{-i} u_c(t) - v(1 + r)^{-i} P(t) = 0,
\]

\[
(1 + s)^{-i} u_l(t) - v(1 + r)^{-i} W(t) \geq 0, \quad \text{with} \quad r \to H(t) = 0,
\]

\[
A(0) + \sum_{i=0}^{D} (1 + r)^{-i} [W(t) H(t) - P(t) C(t)] = 0,
\]

where \( u_c(t) \) is the partial derivative of the period-\( t \) utility function \( u \) with respect to \( i = C(t) \) or \( L(t) \). Note that the second of these equations allows for the possibility that the individual may not work in period \( t \), i.e. for a corner solution during at least part of the life cycle. Note also that \( v \) (which may be interpreted as the marginal utility of initial assets at the individual’s optimum) is endogenous to the individual just like the \( C(t) \) and \( L(t) \); and that the value of \( v \) is determined along with the \( D + 1 \) values of the \( C(t) \) and the \( D + 1 \) values of the \( L(t) \) by solving the \( 2(D + 1) + 1 \) equations above in terms of the exogenous given of the model: the set of wage rates \( W(t) \) and prices \( P(t) \) and the level of initial assets, \( A(0) \). Thus, when \( A(0) \) or the \( W(t) \) or \( P(t) \) change, \( v \) as well as the \( L(t) \) and \( C(t) \) will change.

Next, to simplify notation, define

\[
v(t) = [(1 + r)/(1 + s)]^{-1} v,
\]

where \( v(t) \) may be defined as the marginal utility of assets at period \( t \), so as to rewrite the above first order conditions more compactly:

\[
u_c(t) - v(t) P(t) = 0,
\]

\[
u_l(t) - v(t) W(t) \geq 0, \quad \text{with} \quad r \to H(t) = 0,
\]

\[
A(0) + \sum_{i=0}^{D} (1 + r)^{-i} [W(t) H(t) - P(t) C(t)] = 0.
\]

Thus far, our discussion has been concerned with equilibrium dynamics, i.e. with the characteristics of a given individual’s lifetime equilibrium plan for her sequence of labor supply, leisure time and consumption values \( H(t), L(t) \) and \( C(t) \) for \( t = 0, 1, \ldots, D \), and for her shadow value of (initial) assets \( v \). Note also that (41) immediately yields \( v(t) \) for \( t = 1, 2, \ldots, D \) once \( v \) has been determined. This equilibrium plan is formulated for a given set of wage rates and price levels \( W(t) \) and \( P(t) \), \( t = 0, 1, \ldots, D \), and for a given initial asset level \( A(0) \). To see how the equilibrium plans of different individuals will differ as a result of their facing a different \( A(0) \) or a different set of \( W(t) \), it is necessary to consider the
comparative dynamics of the model, i.e. to analyze the way in which changes in exogenous variables such as the \( W(t) \) lead to differences in choices [e.g. differences in \( v, \ L(t) \) and \( H(t) \)].

In working out the model's comparative dynamics, we assume for the time being that equilibrium entails a lifetime interior solution, with positive hours of work \( H(t) \) for all \( t \). (We relax this assumption later, however.) Then one may write (41b) as an equality and solve the system (41a)–(41b) for \( C(t) \) and \( L(t) \) in terms of \( v(t)P(t) \) and \( v(t)W(t) \):

\[
C(t) = C[v(t)P(t), v(t)W(t)], \quad (42a) \\
L(t) = [v(t)W(t), v(t)P(t)]. \quad (42b)
\]

These are often called “marginal utility of wealth-constant” or “Frisch” demand functions for \( C \) and \( L \) [Browning, Deaton and Irish (1985)].

Next, write (41b) as an equality and totally differentiate (41a)–(41b) to obtain:

\[
\begin{align*}
dC(t) &= d[v(t)P(t)\{u_{LL}(t)/d(t)\} - d[v(t)W(t)]\{u_{CL}(t)/d(t)\}] \\
&= d[P(t)\{u_{LL}(t)v(t)/d(t)\} - dW(t)\{u_{CL}(t)v(t)/d(t)\}] \\
&\quad + d[v(t)\{u_{LL}(t)P(t) - u_{CL}(t)W(t)/d(t)\}], \quad (43a) \\
dL(t) &= d[v(t)W(t)]\{u_{CC}(t)/d(t)\} - d[v(t)P(t)]\{u_{CL}(t)/d(t)\} \\
&= dW(t)\{u_{CC}(t)v(t)/d(t)\} - dP(t)\{u_{CL}(t)v(t)/d(t)\} \\
&\quad + d[v(t)\{u_{CC}(t)W(t) - u_{CL}(t)P(t)/d(t)\}], \quad (43b)
\end{align*}
\]

where \( u_{ij}(t), \ i, j = C(t), L(t) \), is a second partial derivative of the period-\( t \) utility function \( u \) with respect to \( i \) and \( j \); and \( d(t) = u_{CC}(t)u_{LL}(t) - u_{CL}(t)^2 > 0 \) by concavity of \( u \). The terms in braces that are multiplied times \( d(t) \) in eqs. (43) are negative provided \( C(t) \) and \( L(t) \), respectively, are normal goods in the static one-period sense; 16 the terms in (43a) and (43b) that are multiplied times \( dP(t) \) and \( dW(t) \), respectively, are both negative by concavity of \( u \).

Equations (43) show how differences in \( v(t) \), \( W(t) \) and \( P(t) \) at any given date \( t \) lead to differences in consumption and leisure at that date. They can also be used to show how a difference in \( W(t) \) with \( v(t') \) and \( P(t') \) constant will affect \( a(t') = W(t')H(t') - P(t')C(t') \), the net increment to wealth made at any time \( t' \) by (43) [with \( d\alpha(t') = dP(t') = 0 \)]:

\[
\begin{align*}
da(t)/dW(t) &= d\{W(t)H(t) - P(t)C(t)\}/dW(t) \\
&= H(t) - W(t)\{dL(t)/dW(t)\} - P(t)\{dC(t)/dW(t)\} \\
&= H(t) + Y_{LV}(t), \quad (44a) \\
da(t)/dW(t) &= 0, \quad t' \neq t, \quad (44b)
\end{align*}
\]

where \( Y_{LV}(t) = [u_{LL}(t)u_{CC}(t) - u_{CL}(t)^2]/d(t) \) and is positive provided leisure at \( t \) is normal in the static sense. Thus, with \( v(t) \) and \( P(t) \) constant, an increase in \( W(t) \) will increase period \( t \)'s addition to net worth provided \( L(t) \) is normal; but so long as \( v(s) \) and \( P(s) \) are constant, an increase in \( W(t) \) will not affect additions made at any other date \( s \neq t \).

However, as noted above, a change in \( W(t) \) will change not only \( L(t) \) and \( C(t) \) but also \( v \) [and thus, by (40), \( v(t) \)]; \( v \) and \( v(t) \) are choice variables, just like \( L(t) \) and \( C(t) \). For example, it is intuitively plausible that, ceteris paribus, someone who enjoys a higher wage at any date \( t \) will feel better off and thus will have a lower \( v \) [and so, by (40), a lower \( v(t) \) for all \( t \)]—that is, will regard assets as less "precious" or "scarce", and will begin to spend assets more freely. Indeed, as (44a) indicates, unless such a high-\( W(t) \) individual changes her \( v \) relative to the \( v \) chosen by a low-\( W(t) \) individual, she will accumulate "excess assets", thereby violating the budget constraint (41c). Since there are no bequests (by assumption: see footnote 15) and since "you can't take it with you", that cannot be optimal. The appropriate response to higher \( W(t) \) is to reduce \( v \) [and thus, by (40), to reduce \( v(t) \) for all \( t \)]. To see why, consider the effect on \( a(t) \) of increasing \( v(t) \), ceteris paribus, as given by eqs. (43):

\[
\begin{align*}
da(t)/dv(t) &= - W(t)\{dL(t)/dv(t)\} - P(t)\{dC(t)/dv(t)\} \\
&= \left[ -W(t)^2u_{CC}(t) - P(t)^2u_{LL}(t) \right] \\
&\quad + 2W(t)P(t)u_{CL}(t)/d(t), \quad (45)
\end{align*}
\]

which is positive by concavity of \( u \). Thus, reducing \( v \)—which will reduce \( v(t) \), by (40)—will reduce \( a(t) \), thereby offsetting the increase in \( a(t) \) associated with the ceteris paribus effects of the increase in \( W(t) \) as given by (44). Hence, other things being equal, a greater \( W(t) \) does indeed entail a lower \( v \):

\[
dv/dW(t) < 0. \quad (46a)
\]

Moreover, by (40) and (46a), a higher \( W(t) \) also entails a lower \( v(t') \) at all dates.
Finally, (43b) and (46b) imply that the lower $v(t')$ at all dates $t'$ caused by the greater $W(t)$ will increase leisure $L(t')$ at all $t'$, provided $L(t')$ is normal in the static sense:

$$
d W(t')/dW(t) = [d W(t')/d v] [d v/dW(t)]
= [(1 + r)/(1 + s)]^{-r} [d v/dW(t)] < 0. \tag{46b}
$$

which is positive provided $L(t')$ is normal.

In sum, a greater value of $W(t)$ leads "directly," with $v$ constant, to lower $L(t)$ and greater $H(t)$; that may be called the $v$-constant or Frisch effect of the greater $W(t)$, and is given by the first term after the second equals sign in (43b). However, if all leisure times and consumer goods are normal, then the greater $W(t)$ also leads to a smaller $v$, which leads "indirectly", with $v$ changing, to greater $L(t)$ and smaller $H(t)$; that may be called the $v$-variable effect of the greater $W(t)$, and is given for $t'=t$ by (47).

Thus, variation in the wage at any given date may have consequences not only at that date but also at other dates. Since Mincer (1962), many writers have focused on the labor supply effects of specific kinds of wage changes - "permanent" and "transitory". Their discussions raise both practical and conceptual issues that have rarely been tackled rigorously. Two seem particularly important. First, how should permanent and transitory wages (or wage changes) actually be defined? To our knowledge, this question has rarely been addressed formally. However, informal discussions seem ultimately to adopt essentially the same definition: the permanent wage $W_p$ is defined as the present value of the stream of an individual's future wage rates $W(t)$ from period $t = 0$ to period $t = D$, the age of death, so that

$$
W_p = \sum_{t=0}^{D} (1 + r)^{-t} W(t). \tag{48a}
$$

Thus the transitory wage at $t$ is the difference between the actual wage $W(t)$ and the permanent wage $W_p$:

$$
w(t) = W(t) - W_p. \tag{48b}
$$

This raises a second, practical, issue: since researchers rarely if ever have access to data on the entire set of future wage rates of any individual, how should (how can) the permanent wage actually be measured? As far as we can tell, each researcher who has considered this question has answered it differently; by and large, empirical measures of the permanent wage are constructed using essentially ad hoc procedures and depend to a considerable extent on the nature of the data that are available.

The final issue about permanent and transitory wages that has been discussed in the literature - again, not very rigorously - concerns whether transitory as well as permanent wage variation affects labor supply (e.g. hours of work, participation). In one view, which we will call "PO" for short, hours of work and labor force participation in any period $t$ depend on the permanent wage only, apparently by analogy with Friedman's (1957) permanent income theory of consumption (according to which consumption depends on permanent, but not transitory, income). Thus, according to the PO hypothesis, one need not include the transitory wage $w(t)$ on the right hand side of expressions such as (32); alternatively, if $w(t)$ is included in such an expression, its coefficient will not be statistically different from zero.

The PO hypothesis has a rival, however, according to which one should include not only the permanent wage but also the transitory wage in estimating equations such as (32). In this alternative view, which we will call "PT" for short, changes in the permanent wage entail changes in both lifetime earning power and the opportunity cost of time, and therefore entail both substitution and income effects; whereas a transitory wage change at some date $t$ does affect the opportunity cost of time at that date, and therefore generates a substitution effect, even though it does not entail any change in long-run earning power (and therefore does not generate an income effect). Thus, according to the PT hypothesis, one should include $w(t)$ as well as $W_p$ in estimating expressions such as (32); moreover, the hypothesis implies that the coefficient on $w(t)$ will be positive and algebraically larger than the coefficient on $W_p$, since the latter represents the sum of a positive substitution effect and a negative income effect whereas the former represents a positive substitution effect only.\(^{17}\)

Fortunately, it is straightforward to evaluate the rival hypotheses about permanent and transitory wages offered by PO and PT. Imagine two women, $A$ and $B$, with the same permanent wage [as defined by (48a)] and identical in all other respects save one: their wage rates at two different dates, $t^*$ and $t'$, are different, so that their transitory wages at these two dates $[w(t^*)$ and $w(t')]$, respectively.\(^{17}\)

\(^{17}\): For studies that adopt PO, see Kalache and Raines (1970) and Watts, Poirier and Maller (1977). For studies that adopt PT, see Kalache, Mellow and Raines (1978, p. 357) and Lillard (1978, p. 369); note that Mincer (1962, p. 68) contends that "transitory" variation in variables [will favor] particular timing of labor force participation, and thus implicitly adopts PT. For further discussion, see Killingsworth (1983, esp. pp. 286-296), who refers to PO and PT as "PT-1" and "PT-2," respectively.
are also different. Will these transitory wage differences lead to labor supply differences? If so, how will these two kinds of differences be related?

Let \(dW(t^*)\) and \(dW(t')\) denote the difference between A's and B's wage rates at \(t^*\) and at \(t'\), respectively. By (48) and the fact that A and B have the same permanent wage,

\[
(1+r)^{-t^*} dW(t^*) + (1+r)^{-t'} dW(t') = 0. \tag{49a}
\]

For ease of reference, assume that \(dW(t^*) > 0\), i.e. A's wage is greater than B's at \(t^*\). Then, by the above,

\[
dW(t') = -(1+r)^{-(t'-t^*)} dW(t^*) < 0. \tag{49b}
\]

Without loss of generality, let B's wage at both \(t'\) and \(t^*\) be equal to the permanent wage, \(W_p\). By (48) and the assumption that the two women have the same permanent wage, this simply means that A has a positive transitory wage at \(t^*\) and a negative transitory wage at \(t'\). Recall also that, by assumption, A and B are otherwise identical (e.g. both receive the same wage at all dates other than \(t^*\) and \(t'\), have the same initial assets \(A(0), \text{ etc.}\)).

By (41c), (44) and (49), the \(v\)-constant effect of A's transitory wages at \(t^*\) and \(t'\) on the present value of her asset accumulation is

\[
\Delta z = (1+r)^{-t^*} dW(t^*) \left( \frac{da(t^*)}{dW(t^*)} dW(t^*) \right) + (1+r)^{-t'} dW(t') \left( \frac{da(t')}{dW(t')} dW(t') \right) + (1+r)^{-t^*} dW(t^*) \left[ H(t^*) + Y_{L^*}(t^*) - H(t') - Y_{L^*}(t') \right]. \tag{50}
\]

That is, if A had the same value of \(v\) as B, the fact that her wage stream differs from B's—even though only in transitory respects—would mean that her life cycle asset accumulation would not be the same as B's [except for the special case in which the expression after either equals sign in (50) is zero]. In other words, even though they have the same permanent wage and initial assets, A will not be able to satisfy (41c) at the same value of \(v\) used by B. In general, then, A's value of \(v\) will differ from B's. By (45), A's value of \(v\) will be higher or lower than B's depending on whether the expression after either equals sign in (50) is negative or positive. If leisure is a normal good in the static sense, then, by (43b), the difference in \(v\) values will entail a negative or positive \(v\)-variable effect on A's leisure time (relative to B's) at all dates \(t\), including not only \(t^*\) and \(t'\) but all other dates as well. Moreover, by (43b), A's positive (negative) transitory wage at \(t^*\) (at \(t'\)) will have a negative (positive) \(v\)-constant effect on A's leisure time, relative to B's, at \(t^*\) (at \(t'\)).

In general, then, even transitory wage differences will lead to differences in leisure and labor supply—contrary to PO. Likewise, although A's positive transitory wage \(dW(t^*)\) has a positive \(v\)-constant effect on her labor supply (relative to B's) at \(t^*\), it will also have either a positive or a negative \(v\)-variable effect on her labor supply (relative to B's) at \(t^*\), depending on the sign of the right-hand side of (50). Thus, on balance, labor supply and transitory wages at any given date such as \(t^*\) need not be positively correlated, even if other things (the permanent wage, initial asset level, etc.) remain the same—contrary to PT.

Thus far our discussion has assumed a lifetime interior solution for labor supply. However, the analysis carries over to the case of corner solutions without essential modification. The main caveat relevant to this case is the obvious one that changes in wages cannot have \(v\)-constant or \(v\)-variable effects on labor supply during any period \(t'\) in which hours of work are zero.

For example, consider again our two workers, A and B, and this time suppose that (i) B works during \(t'\) but not during \(t^*\); (ii) A and B have the same "permanent wage" as defined by (37), and (iii) A has a negative (positive) transitory wage at \(t'\) (at \(t^*\)), as given by (49b). Thus, B has \(L(t') < T\) and \(L(t^*) = T\) and, by (41a)–(41b), also has

\[
u_L[C(t'), L(t')] / u_C[C(t'), L(t')] = W(t') / (P(t')), \tag{51a}
\]

\[
u_L[C(t^*), T] / u_C[C(t^*), T] \geq W(t^*) / (P(t^*)). \tag{51b}
\]

Now consider A's behavior. If her positive transitory deviation \(dW(t^*)\) is sufficiently large, the inequality (51b) will not hold for her: that is, her wage at \(t^*\) may exceed her reservation wage [given by the left-hand side of (51b)], and she will work. In this case, A will be a labor force participant whereas B is not, even though both women have the same permanent wage—a contradiction of PO.

What if A's wage is not large enough to reverse the inequality (51b), so that A, like B, will not work at \(t^*\)? At time \(t'\), A has a negative transitory wage. However, contrary to PT, there is no reason why A must necessarily work fewer hours than B, or be more likely not to be a labor force participant.

To see why, note that if A's \(L(t^*)\) is equal to \(T\) despite her transitory increase \(dW(t^*)\), then this \(dW(t^*)\) has no effect on \(v(t^*)\) or \(v(t')\). By (43a) and the assumption that \(u_C = 0\), A's \(C(t')\) depends only on \(v(t')\). By (43b), A's negative transitory wage \(dW(t^*)\) raises her leisure at \(t'\) via the usual \(v\)-constant effect. However, the increase in \(L(t')\) also reduces the asset accumulation A makes at \(t', a(t')\), and this reduces \(L(t')\) via the usual \(v\)-variable effect. In other words, the version of (50) relevant to A in this case is

\[
\Delta z = (1+r)^{-t'} dW(t') \{ H(t') + Y_{L^*}(t') \}. \tag{52}
\]
function of all wage rates. To see why, note from eqs. (41) that, in the dynamic case, the reservation wage is given by

\[ u_L[C(r), T]/u_L[C(r), T] = u_L[C(r), T]/v(r)P(t). \] (54)

Moreover, as indicated above, \( v(t) \) is in general a function of all wage rates [recall, for example, eqs. (46)]. This has somewhat unsettling implications about the merits of simple intuition derived from static labor supply models. For example, in such models, a higher current wage must always entail a greater probability of participation: a greater current wage does not affect the shadow or reservation wage but does affect the market opportunities against which home uses of time are compared. In contrast, in dynamic models, a higher current wage need not entail a greater participation probability; especially if wages are positively serially correlated, a higher current wage implies a generally higher wage profile (i.e., greater wages during all periods), and hence a lower \( v \) - which, other things being equal, tends to reduce (the probability of) participation. As Heckman (1978, p. 205) notes, this is relevant to findings by Olsen (1977) and Smith (1977a), according to which, among certain demographic groups, lower wage women are more likely to participate in the labor force: “It is significant that the ‘perverse’ association between wage rates and participation status is found in demographic groups with the greatest volume of lifetime labor supply – such as married black women. It is in such groups that income effects [from a higher wage profile] are likely to be the largest.”

We conclude this discussion of dynamic exogenous-wage labor supply models by returning briefly to Mincer’s (1962) pioneering work. Although it stimulated many subsequent attempts to develop a workable distinction between permanent and transitory wages, it is ironic that Mincer’s paper itself was concerned with dividing not wages but rather the income of other family members into permanent and transitory components. In effect, Mincer was interested in a situation in which the individual receives an exogenous amount (possibly zero) of income in each period \( t, Z(t) \), from sources other than work or assets. Can this \( Z(t) \) be divided into permanent and transitory components, as Mincer contended? If so, how?

To introduce such income, it is necessary\(^{18}\) to modify the budget constraint, (38) or (41c), which now must be written

\[ A(0) + \sum_{i=0}^{D} (1+r)^{-i} [Z(t)+W(t)H(t) - P(t)C(t)] = 0. \] (55)

\(^{18}\)If \( Z(t) \) is to be interpreted as the income of other family members, as Mincer (1962) interprets it, it is necessary to assume that there are no intrafamily cross-substitution effects of the kind discussed in Section 3.1. [In that case, earnings of other family members are analytically equivalent to exogenous income, because they entail income effects only, without (cross-) substitution effects.]
Since the $Z(t)$ are assumed exogenous, it is clear that their introduction does not entail any substantive change in the foregoing analysis. On the one hand, because the analysis implicitly assumes perfect foresight, the present value of the $Z(t)$ can be combined with initial assets $A(0)$ to rewrite the budget constraint still further:

$$A(0)' + \sum_{t=0}^{D} (1+r)^{-t} [W(t)H(t) - P(t)C(t)] = 0,$$

where

$$A(0)' = A(0) + \sum_{t=0}^{D} (1+r)^{-t} Z(t).$$

Clearly, none of the analysis of this section is thereby changed; all that is necessary is to note that $A(0)'$, not $A(0)$, is now the relevant "initial assets" variable. However, one can instead proceed as Mincer implicitly did, defining a permanent (exogenous) income variable $Z_p$ as the amount of an annuity $Z_p$ that, when received each period from $t = 0$ to $t = D$, would have a present value equal to the present value of the $Z(t)$. That is, permanent income satisfies the relation

$$\sum_{t=0}^{D} (1+r)^{-t} Z_p = \sum_{t=0}^{D} (1+r)^{-t} Z(t),$$

so that permanent and transitory income are given by

$$Z_p = \frac{\sum_{t=0}^{D} (1+r)^{-t} Z(t)}{\sum_{t=0}^{D} (1+r)^{-t}},$$

$$z(t) = Z(t) - Z_p,$$

respectively. So (41c) [or (55), or its equivalent] may also be written as

$$A(0) + \sum_{t=0}^{D} (1+r)^{-t} [Z_p + W(t)H(t) - P(t)C(t)] = 0.$$

Thus, Mincer's approach does not suffer from the difficulties inherent in attempts to divide wages into permanent and transitory components. As (55) and (59) indicate, one can write the budget constraint in terms of either actual exogenous income $Z(t)$ or "permanent" exogenous income $Z_p$. Moreover, (55), (58) and (59) show that behavior depends on permanent exogenous income only and not on "transitory" income $z(t)$, as Mincer (1962) in effect argued.

All this notwithstanding, many writers came to think of Mincer's permanent-transitory distinction as referring to wage rates as well as (or even instead of) exogenous income. Ironically, in the flurry of subsequent work aimed at measuring and estimating the effects of permanent and transitory wage rates, a different but closely related notion of Mincer's concerning the role of credit market constraints in labor supply decisions, was completely overlooked. As Mincer (1962, pp. 74–75) put it:

According to [the permanent income] theory, aggregate family consumption is determined even in short periods by long-run levels of family income. Adjustment between planned consumption and income received in the short period of observation (current, or measured income) takes place via saving behavior, that is, via changes in assets in debts. However, if assets are low or not liquid, and access to the capital market costly or nonexistent, it might be preferable to make the adjustment to a drop on the family income on the money income side rather than on the money expenditure side. This is so because consumption requiring money expenditures may contain elements of short-run inflexibility such as contractual commitments. The greater short-run flexibility of nonmoney items of consumption (leisure, home production) may also be a cultural characteristic of a money economy. Under these conditions, a transitory increase in labor force participation of the wife may well be an alternative to dissaving, asset decumulation or increasing debt.

An obvious implication of this argument is that transitory as well as permanent components of exogenous income may affect labor supply in the presence of credit market constraints, short-run inflexibility of consumption commitments, etc. However, in general (for a few exceptions, see Johnson (1983) and Lundberg (1985)), little has been done to analyze these or other, related, ideas raised by Mincer's discussion. This is unfortunate, for such analysis may enhance understanding not only of purely microeconomic issues, but even of macroeconomic problems as well.

3.2.2. Dynamic labor supply models with endogenous wages

The notion that wages depend on labor supply (as well as the reverse) has long played an important role in research. The most obvious example concerns discussions of women's wages and of sex differentials in wages, in which labor supply—e.g. the consequences of intermittent or continuous participation in the job market—and human capital investment decisions are usually seen as playing a crucial role [for example, see Mincer and Polachek (1974)].

This being the case, someone who is looking at the life cycle literature for the first time, with an eye to what insights it can provide about the two-way relation
between women's wages and labor supply, is likely to come away from that literature feeling somewhat disappointed. Formal theoretical life cycle models of the joint determination of labor supply and wages are generally quite abstract and provide little immediate insight into the dynamics of women's work and wages; for example, not infrequently such models assume an interior life cycle solution for labor supply (i.e., positive hours of work at each point in the life cycle), thereby ignoring the discontinuities in labor force participation that figure so prominently in discussions of women's wages. Empirical work on such dynamic issues has in general either implicitly [Mincer and Polachek (1974)] or explicitly [Heckman and Macurdy (1980, 1982)] ignored the behavioral linkage between women's work and wages in a life cycle setting [for a recent exception, see Zabalza and Arrufat (1983)].

However, it may be that these difficulties are not really as serious as they seem at first glance. Even relatively simple and quite abstract life cycle models can yield at least some insight into the joint determination of women's work effort and wage rates. Moreover, models of the kind usually found in the literature may be made more concrete and directly applicable to female labor supply. To illustrate both points, we set up a conventional life cycle model modified so as to include a time-varying taste shifter \( m(t) \). In our framework, a large (or growing) \( m(t) \) denotes a large (or growing) taste for leisure time. It therefore serves as a simple means of representing explicitly (if quite crudely) in a formal analytical model a notion that has figured prominently in informal discussions of women's work and wages over the life cycle: that for a variety of reasons—biological, cultural, etc.—any given woman's desire for "leisure" (nonmarket time for childbirth and childrearing, for example) may first increase and then decrease over time. Of at least equal importance, however, is another rationale for introducing such a taste shifter: that, at any given date, different women will for a variety of reasons have different preferences for such leisure. We begin by considering the formal structure of a model of an individual woman's life cycle. We assume that she acts as if she enjoyed perfect foresight. Her earnings at any date \( t \), \( E(t) \), are given by

\[
E(t) = E(H(t), K(t)),
\]

where \( H(t) \) is her hours of work at time \( t \) and \( K(t) \) is her stock of "earning power" or "human capital" at \( t \). Let the rate of change of \( K(t) \), \( \dot{K}(t) \), be given by the stock-flow relation

\[
\dot{K}(t) = i[I(t), G(t), K(t)] - qK(t),
\]

where \( I(t) \) and \( G(t) \) are time and goods, respectively, devoted to increasing one's earning power (to "human capital accumulation") at date \( t \); where inclusion of \( K(t) \) in the \( i \) or "gross investment" function implies that \( K \) is an input into its own production; and where \( q \) represents the rate of decay, depreciation or obsolescence of \( K \). As just noted, we use a dot over a variable to denote its rate of change over time; thus, \( \dot{X}(t) = dX(t)/dt \) for any variable \( X \); note that for convenience, we now switch from the discrete-time approach of Section 3.2.1 to continuous time.

The dynamic or lifetime utility function may now be written

\[
U = \int_0^T e^{-st} u[C(t), m(t) L(t), K(t)] dt,
\]

where \( m(t) \) is the taste shifter described earlier. This specifies lifetime utility \( U \) as the present value (discounted at the rate, \( s \), at which the individual subjectively evaluates future amounts) of the stream of utilities \( u \) received at each instant \( t \) between now (time 0) and the end of life (time \( T \)). Inclusion of \( K(t) \) in the instantaneous utility function \( u[\cdot] \) means that human capital contributes to well-being directly (e.g., helps one use leisure time efficiently) as well as indirectly (i.e., raises earning power). As in Section 3.2.1, we ignore bequests (see footnote 15).

It remains to specify the constraints subject to which lifetime utility, as given by (62), is maximized. The first constraint is that total available time at each moment is fixed at \( T \) and is allocated between investment \( I(t) \), leisure \( L(t) \) and hours of work \( H(t) \), so that

\[
T = I(t) + L(t) + H(t).
\]

The relation between these theoretical constructs and empirically observable variables requires a bit of discussion at this point. The \( H(t) \) in (60) and (63) refers to time actually devoted to work. However, in this model time spent at work (that is, at one's workplace) can also involve investment time, e.g., on-the-job training. Thus, for persons who have left school, the sum of investment time \( I(t) \) and hours of work \( H(t) \) ("hours spent actually working") constitutes "labor supply" in the sense in which that term is normally used, i.e., hours spent at work. Likewise, the term "wage rate" is generally used to refer to average hourly earnings, i.e., earnings divided by the number of hours spent at work. Thus, in terms of the present model, average hourly earnings (= the "observed wage rate"), which as before we will denote by \( W(t) \), is equal by definition to

\[
W(t) = E(t)/[I(t) + H(t)].
\]

The assumption that the utility function is additively separable in time is primarily just a simplification in the present context, but in other contexts it is not necessarily innocuous [see footnote 15, Hote, Kydland and Saliacet (1983) and Johnson and Pencavel (1984)].
The second constraint facing the individual is a dynamic budget constraint, requiring that she at least "break even" over her entire lifetime. For simplicity, we assume that capital markets are perfect, permitting borrowing and lending at market interest rate \( r \). Then the dynamic or lifetime budget constraint may be written as

\[
A(D) = A(0) + \int_0^D e^{-rt}[E(t) - P(t)C(t)] \, dt \geq 0.
\]  

(65)

This says that net worth at the end of life, \( A(D) \), i.e. initial wealth, \( A(0) \), plus the (discounted) sum of increments to that initial stock made at each moment \( t, e^{-rt}[E(t) - P(t)C(t)] \) must be non-negative.

Further analysis is made somewhat easier by ignoring investment goods \( G(t) \) in (61), and is facilitated greatly by introducing a simplification known as the "neutral" assumption [Heckman (1976a)]. Under this assumption, human capital \( K(t) \) acts like Harrod-neutral technical progress by "augmenting" each of the individual's inputs of time-leisure, work and investment - equally, in the sense that \( x \) percent more \( K \) would take the place of \( x \) percent less of each of \( L, H \) and \( I \). Specifically, under the neutrality assumption, eqs. (60)–(62) become

\[
E(t) = kh(t)K(t),
\]

(66)

\[
\dot{K}(t) = i[l(t)K(t)] - qK(t),
\]

(67)

\[
U = \int_0^D e^{-rt}u[C(t), m(t)L(t)K(t)] \, dt,
\]

(68)

where \( k \) may be thought of as the rental rate of human capital, assumed constant over time in the interest of simplification. In (67) we ignore investment goods \( G(t) \), so the resulting human capital production function (or gross investment function) becomes \( i[l(t)K(t)] \), with \( i' > 0 \) and \( i'' < 0 \) (i.e. \( i \)'s first and second derivatives are positive and negative, respectively) on the assumption of positive but diminishing returns to \( K \) in the production of (gross) increments to the human capital stock; assume further that \( i[0] = 0 \), i.e. when no investment occurs \( (I = 0) \), no gross increments to \( K \) are made. The instantaneous utility function \( u \) is now \( u[C, mLK] \), and is assumed to be concave and increasing in its two arguments, \( C \) and \( mLK \). Following Heckman (1976a), we refer to \( H(t)K(t) \), \( I(t)K(t) \) and \( L(t)K(t) \) as effective hours of work, effective investment time and effective leisure, respectively; that is, to work, investment or leisure time as augmented by human capital \( K \).

Letting \( v(t) \) and \( w(t) \) denote the shadow values (as of time \( t \)) of financial assets \( (A) \) and of human capital \( (K) \), respectively, one may write the first order conditions for a maximum of lifetime utility, (68), as follows:

\[
e^{-rt}(u_C(t) - v(t)P(t)) = 0,
\]

(69)

\[
e^{-rt}(v(t)K(t) - u_L(t)K(t)m(t)) \leq 0, \quad \text{with} \quad < \rightarrow H(t) = 0,
\]

(70)

\[
e^{-rt}(w(t)i(t)K(t) - u_L(t)K(t)m(t)) \leq 0, \quad \text{with} \quad < \rightarrow I(t) = 0,
\]

(71)

where \( u_j(t), j = C \) or \( L \), is the partial derivative of \( u(C(t), m(t)L(t)K(t)) \) with respect to \( C \) or \( mLK \); and \( u_k(t), k = C \) or \( L \), is the partial derivative of \( u_i(t) \) with respect to \( C \) or \( mLK \).

Equations (69)–(71) constitute a set of familiar marginal benefit–marginal cost rules. In each, the first term inside the braces is the marginal benefit of a particular activity–consumption, (69); work, in (70); investment, in (71)– and the second is its marginal cost. In (69), the marginal benefit of consumption is simply its marginal utility; its marginal cost is the pecuniary price \( P(t) \) of the consumer good converted into utility units by multiplication times \( v(t) \), the shadow or utility value of an added dollar of wealth. In (70), the marginal benefit of work is the marginal utility of the additional earnings it generates [the dollar amount of hourly earnings, \( K(t) \), converted to utility units by multiplication times \( v(t) \)], whereas its marginal cost is the marginal utility of leisure (i.e. the utility value of the leisure that must be given up). Finally, the marginal benefit of investment time is the utility value of the increment to the human capital stock caused by investment time \( I(t) \) in the production of human capital, \( i'(t)K(t) \), multiplied times the shadow value of human capital, \( w(t) \); as with work, the marginal cost of investment time is the utility value of the leisure that must be forgone. Note that (70) and (71) allow for corner solutions for work and investment, respectively, in the sense that either activity's marginal cost may be so high relative to its marginal benefit that it may not be undertaken.

In addition to these marginal cost–marginal benefit rules, optimal behavior must satisfy several other requirements. First, by (62), bequests have no utility value, so assets at death must be zero:

\[
A(D) = A(0) + \int_0^D e^{-rt}[E(t) - P(t)C(t)] \, dt = 0.
\]

(72)

21Formal discussion of endogenous-wage life-cycle models such as the one in the text is perhaps best undertaken as it has usually been undertaken in the literature, using optimal control theory. However, many readers may find control theory unfamiliar, and for us to attempt to familiarize readers with it would take us well beyond the scope of our topic. [For an admirably lucid introduction to the subject, see Arrow and Kurz (1972, ch. 2); for more detailed treatments, see Dixit (1976) and Takayama (1985, ch. 8).] Accordingly, the discussion here will be intuitive and heuristic.
Second, the initial shadow value of assets, \( v(0) \), and the discounted shadow value at any later date \( t \), \( v(t) \), must be equal, where the discount rate is the difference between the individual's subjective rate of time preference \( s \) and the market rate of interest \( r \), i.e.

\[
v(0) = e^{-(s-r)t} v(t). \tag{73a}
\]

Note that (73a) implies that

\[
\dot{v}(t) = (s-r) v(t). \tag{73b}
\]

It also implies that, so long as \( s \) and \( r \) remain the same, the value of \( v \) at any given date \( t \), \( v(t) \), will change only if \( v(0) \) changes.

Finally, the individual equates the shadow value of human capital at any date \( t \) to the discounted stream of future benefits (measured in utility units) that would result from having an additional unit of human capital at that date. Specifically, optimal behavior requires

\[
w(t) = \int_t^D e^{-(s+q)k(t-z)} [m(z) u_z(z) L(z) + v(z) k H(z)] dz + w(z) t(z) L(z) dz = e^{(s+q)k(t-z)} m(z) u_z(z) T dz. \tag{74a}
\]

The terms after the first equals sign in (74a) represent the three distinct sources of benefits derived from an additional unit of human capital: human capital increases (i) effective leisure, (ii) market earnings and (iii) effective investment time, respectively.\(^{22}\) Note that (74a) implies

\[
\dot{w}(t) = (s+q) w(t) - m(t) u_z(t) T. \tag{74b}
\]

This completes the construction of the formal model. What does it imply about women's labor supply, investment, wages, etc.? Here it is helpful to distinguish between equilibrium dynamics and comparative dynamics, or equivalently between responses to "evolutionary" changes and responses to "parametric" changes. In any dynamic model, "equilibrium" is of course an intertemporal equilibrium, in which the individual—faced with certain exogenous givens, e.g. initial wealth \( A(0) \) and present and (expected) future price levels \( P(t) \)—chooses a set of time paths for the relevant variables, e.g. \( L(t) \), \( I(t) \) and \( H(t) \). Evolutionary changes refer to the shape of these time paths, i.e. to the way the relevant variables change over time as the individual's intertemporal equilibrium unfolds—short, to the individual's equilibrium dynamics.

Of course, if there were an unanticipated change in an exogenous given such as \( A(0) \) or \( P(t) \), then the individual would change her intertemporal equilibrium, or, equivalently, would change the time paths she had adopted for all choice variables such as \( L(t) \), etc. Responses to such unanticipated or "parametric" changes in these exogenous givens entail changes in the individual's intertemporal equilibrium and time paths, i.e. aspects of the individual's comparative dynamics.

First consider equilibrium dynamics. Derivation of equilibrium dynamics results is greatly simplified if one assumes an interior solution for both \( H \) and \( I \) for all \( t < D \).\(^{23}\) Under this assumption (we consider corner solutions below), (70) and (71) hold as equalities, in which case eqs. (74) may be written as

\[
w(t) = \int_t^D e^{-(s+q)k(t-z)} v(z) k T dz, \tag{75a}
\]

\[
\dot{w}(t) = (s+q) w(t) - v(t) k T. \tag{75b}
\]

Now define a new variable, \( x(t) = w(t)/v(t) \), which may be interpreted as the money shadow value of human capital at time \( t \) (since it is the ratio of the marginal utility of human capital to the marginal utility of money at \( t \)). Since \( w(D) = 0 \) by (75a), eqs. (73)—(75) for \( v(t) \) and \( w(t) \) may be manipulated\(^{24}\) to yield analogous expressions for \( x(t) \):

\[
x(t) = \int_t^D e^{-(s+q)k(t-z)} k T dz = k T [1 - e^{-(s+q)k(D-t)}]/(r + q), \tag{76a}
\]

\[
x(t) = (r + q) x(t) - k T = - k T e^{-(s+q)k(D-t)}. \tag{76b}
\]

Now consider equilibrium dynamics—that is, the individual's life-cycle paths—under the assumption of an interior solution for \( I \) and \( H \). To simplify notation, we now suppress the time index \( (t) \), on variables except when doing so would cause confusion.] By (71) and the definition \( x = w/v, \ x' = k \), totally

\(^{22}\) The second line of (74a) follows from the first by (63), (70), and (71). To see why, note that (70) and (71) imply that \( H'(v-mu) = H[w'-mu] \) holds always. For example, if \( H \) is nonzero, then (70) holds as an equality, but if (70) is an inequality, then \( H = 0 \).

\(^{23}\) For example, Heckman (1976a) argues that periods of zero investment could be thought of as periods during which \( H \) is "low," periods of retirement or nonwork could be thought of as periods during which \( H \) is "low," periods of full-time schooling could be thought of as periods during which \( H \) is high relative to \( H \), etc.

\(^{24}\) Note that \( k = [d(I)/dt] = (dw/w - w'e'/w)^2 = [d(w/v) - (s+q)x]/v \) which reduces to (76b) by (73) and (75). In turn, (76b) and the terminal condition \( x(D) = 0 \) form a differential equation system that may be solved to obtain the expression after the first equals sign in (76a), whose integral is the expression after the second equals sign in (76a).
differentiate this with respect to time to get

\[ (iK) = -(\dot{x}/x)(i'/i''). \]  

(77)

To characterize the dynamic equilibrium path of IK, note first that, by (76)–(77), the fact that i depends only on IK and the assumption of an interior solution, the life-cycle path of IK is independent of m. By (67), it follows that the life-cycle path of K is also independent of m, and thus that \( I = IK/K \) is also independent of m. In other words, knowing that period t is one of high or rising m tells us nothing about the behavior of I, K, or IK at time t.

Next, note from (76) that \( \dot{x}/x < 0 \) throughout the life cycle. Since \( i'/i'' < 0 \) always, effective investment IK also falls throughout the life cycle. By (67), and our assumption that \( i(0) = 0 \), it follows that potential earning power \( K(t) \) must also ultimately decline so long as depreciation occurs (i.e. so long as \( q > 0 \)), even though \( K(t) \) may (and, in reality, usually does) rise earlier in the life cycle.

Now consider the equilibrium behavior of C and LK over the life cycle. Write (70) as an equality to reflect the assumption of an interior solution for H and differentiate (69) and (70) with respect to time, solving for C and LK to obtain

\[ \dot{C} = \{ \delta[mu_{LL}P - uc_{L}k] + m[M mu_{C}] / d \}, \]  

(78a)

\[ LK = \{ \delta[uc_{CC}k - mu_{CC}P] + m[ LKa_{LC}u_{LC} - Mu_{CC}] / d \}, \]  

(78b)

where \( d = m^2[u_{CC}u_{LL} - (uc_{L})^2] \), with \( d > 0 \) by concavity of \( u \); \( M = d[mu_{L}] / dm \), and \( LKa_{LC}u_{LC} - Mu_{CC} \); and where, to simplify, we assume \( P \) is constant.

The life-cycle path of consumption may be described using (78a). In (78a), the first term in square brackets inside the braces is negative if consumption is a normal good in the static one period sense. Thus, if consumption is normal then, at least when \( m \) is not changing (so that \( m = 0 \)), consumption will rise or fall over time depending on whether \( v \) is negative or positive. In turn, (73b) indicates that \( v \) will be negative or positive depending on whether \( r \) is less or greater than \( r \). Since a positive-sloped life-cycle consumption profile seems much more plausible on a priori grounds than a negative-sloped profile, we will henceforth assume that

\[ s < r. \]  

(79)

Of course, even if \( s < r \) the time profile of consumption need not always be positive-sloped, for the life-cycle behavior of C also depends on the taste shifter \( m \), as given by the second term inside braces in (78a). It might be plausible to

[26] See footnote 16. In the present case, the definition of "normal in the static sense" includes the requirement that the individual may not devote time to investment, i.e. must have \( I(t) = 0 \).

[27] By (70), \( mu_{L} \) is the marginal utility of effective leisure \( LK \), and is increasing with respect to \( m \) provided \( M = d[mu_{L}] / dm + mLKa_{LC} > 0 \). Note that \( M > 0 \) if the elasticity of the marginal utility of effective leisure with respect to effective leisure \( LK \) is less than unity in absolute value.

assume \( u_{CL} > 0 \) (which is sufficient, though not necessary, for both consumption and leisure to be normal goods in the static sense), i.e. that additional consumption raises the marginal utility of (effective) leisure. If so, then a rising \( m \) (\( \dot{m} > 0 \)) increases the growth rate of \( C \). Speaking somewhat more loosely, we may say that, provided \( u_{CL} > 0 \), consumption will tend to be high (or rising) during periods when \( m \) is high (or rising) – which might be interpreted as childbearing ages.

Now consider the life-cycle path of effective leisure, as given by (78b). The first term inside the curly braces in (78b) is positive provided leisure is a normal good in the static one-period sense. Thus, if leisure is normal then, by (79) and (73b), during periods when \( m \) is constant, effective leisure \( LK \) will rise. Moreover, \( M > 0 \) provided increases in \( m(t) \) over time do indeed amount to increases in the marginal utility of (effective) leisure, and so the second term inside the curly braces in (78b) will be positive or negative depending on whether \( m \) is rising or falling. Hence a rising \( m \) (\( \dot{m} > 0 \)) increases the rate of growth of \( LK \). In less precise terms, one may say that effective leisure \( LK \) will tend to be high (or rising) during periods when \( m(t) \) is high (or rising), such as the age of child-bearing.

Finally, consider the equilibrium path of leisure, L. As noted earlier, the life-cycle path of \( K \) is independent of the life-cycle behavior of \( m \). Thus, when we view \( m(t) \) as high (or rising), not only does effective leisure \( LK \) tend to be high (or rising) during periods when \( m(t) \) is high (or rising), such as the age of child-bearing.

Ch. 2: Female Labor Supply

so that, by (78b), growth in \( m \) (\( \dot{m} > 0 \)) increases the rate of growth of leisure, \( L \), as well as the rate of growth of effective leisure, \( LK \). In less formal language, one may say that not only does effective leisure but also leisure itself tend to be high (or rising) during periods when \( m(t) \) is high (or rising), such as the child-bearing years.

This leads directly to several propositions concerning labor supply and wage rates. In a model of this kind, the equivalent of "labor supply" in the sense used in static models is "market time", \( T - L(t) = I(t) + H(t) \), i.e. "hours spent at work". As shown above, \( I(t) \) is a constant over time independent of \( m(t) \)'s
behavior, and growth in \( m \) (\( \text{in} > 0 \)) raises the rate of growth of \( L \). Thus, growth in \( m \) reduces the growth rates of both hours actually worked, \( H(t) \), and hours spent at work, \( J(t) = H(t) + I(t) \), that is, growth in \( m \) will make the growth of \( H \) and \( J \) less positive, or else more negative.

Next consider the life-cycle path of the observed wage rate, i.e. earnings per hour spent at work, \( E(t)/[H(t) + I(t)] = kK(t)H(t)/[H(t) + I(t)] \). As noted above, the paths of \( I(t) \) and \( K(t) \) are independent of \( m(t) \) over the life cycle, whereas growth in \( m(t) \) reduces the rate of growth of \( H(t) \). Thus, growth in \( m \) reduces the rate of growth of the observed wage rate. Speaking somewhat more loosely, one may say that the observed wage rate will tend to grow relatively slowly (and could even fall) during periods when \( m \) is growing, such as the ages of childbearing and childrearing.

To the extent that the abstract taste shifter construct \( m(t) \) can legitimately be given the concrete interpretation we give it – as a measure of the greater preference for “leisure” or nonmarket time \( L(t) \) that a given woman may have during the age of childbearing and childrearing – the model described here provides a quite comprehensive and seemingly very satisfactory set of predictions about life-cycle patterns of women’s work and wages. The model implies that, ceteris paribus, during the childbearing and childrearing ages leisure will be higher (or rising more rapidly), and both the wage rate and “labor supply” as conventionally defined will be lower (or rising less rapidly), than during other periods in the life cycle. At least in a gross sense, these predictions are clearly consistent with the stylized facts about the age pattern of female labor supply set out in Section 2.

In other respects, however, these predictions are at odds with casual theorizing about the female life cycle. The most obvious example concerns time devoted to investment in human capital, \( I \), and human capital accumulation, \( K \). A long tradition in discussions of women’s life-cycle behavior [exemplified by, for example, Mincer and Polachek (1974)], which we will call the “Informal Theory”, identifies the age of childbearing and childrearing as a period of reduced investment as well as of reduced labor supply; and links the low level of (or rate of growth in) women’s wages during this period to the hypothesized low level of investment.

In contrast, in the present model, high or growing \( m(t) \) – in effect, childbearing and childrearing – does not affect investment time or the human capital stock at all. Moreover, although the model does predict that the observed wage \( E(t)/[H(t) + I(t)] = kK(t)H(t)/[H(t) + I(t)] \) will be low (rising slowly, falling) during the age of childbearing and childrearing, that is only because hours of actual work \( H(t) \) are low: hours of investment time \( I(t) \) and the human capital stock \( K(t) \) at any age are completely independent of \( m(t) \), i.e. of childbearing and childrearing. Indeed, in this model, the “investment content” of time spent at work – \( I(t)/[H(t) + I(t)] \) – is relatively high during the age of childbearing and childrearing, even though the amount of time spent at work, \( H(t) + I(t) \), is low (rising more slowly, falling).

It is certainly true that the model generating these results – in particular the neutrality assumption – is rather special one. However, one cannot resolve the anomalies highlighted by this model by simply saying that its neutrality assumption is rather restrictive. Generalizing the model – e.g. allowing for possible non-neutrality – would certainly permit results more in keeping with the Informal Theory. However, any such generalization would almost certainly not preclude results of the kind just discussed. In other words, if even a special case of a formal model generates propositions that effectively call the Informal Theory into question, there is not much reason to suppose that propositions derived from a more general formal model would invariably conform to those of the Informal Theory.

In sum, in several important respects the implications of the formal life-cycle model developed here are at odds with the Informal Theory. Two caveats should be noted immediately, however. The first caveat is that the formal model and the Informal Theory agree about the behavior of observable variables (e.g. hours spent at work, average hourly earnings) and disagree only about the behavior of unobservable variables (e.g. investment time, the investment content of an hour spent at work, the human capital stock). Thus, it could be argued that the differences between the formal model and the Informal Theory are much less important than are their similarities, and (ii) may not even be testable anyway.

The second caveat is that the Informal Theory is sufficiently informal that it should not necessarily be interpreted as we have thus far interpreted it, namely, as a set of statements about a given woman’s behavior over the life cycle – i.e. equilibrium dynamics. Rather, it could be argued that the Informal Theory is really concerned more with cross-sectional differences among different women. To analyze such differences, one needs to consider the model’s comparative dynamics: comparative dynamics is literally concerned with how a given individual responds to a change in some exogenous given, but it could equally well be taken to refer to differences between two individuals who have different values for the relevant exogenous givens. In particular, \( m(t) \) need not be the same at any given date, and need not change in the same way over time, for different women. Likewise, different women need not have the same values for other exogenous givens [e.g. initial wealth, \( A(0) \)]. Do differences in \( A(0) \), \( m(t) \), etc. among different women lead to differences in labor supply, wages, and the like? If so, how and in what direction? Since the Informal Theory has often been invoked in discussions of questions of precisely this kind, there is ample reason for regarding it as referring at least to some extent to comparative dynamics.

It remains to consider the comparative dynamics of the formal model developed above. We will focus on effects of \( m(t) \) and \( A(0) \), starting with the comparative dynamics of investment and human capital accumulation [see
Heckman (1976) for a comprehensive discussion of many other comparative dynamics effects. Because we have assumed an interior solution for both $I$ and $H$, (70) and (71) hold as equalities, so that

$$k_i = k[i](t) \quad (81)$$

By (76a), $x(t)$ is independent of both $A(0)$ and $m(t)$. It follows that, other things being equal, women with different levels of initial wealth or tastes for leisure (e.g., childbearing, marriage) will nevertheless undertake the same amount of effective investment $I(t)K(t)$. Since potential earnings $K(t)$ depend only on $I(t)K(t)$, and since $I(t) = H(t)K(t)K(t)$, it follows that, other things being equal, women with different levels of initial wealth or tastes for leisure (e.g. childbearing, marriage) will nevertheless have the same human capital stock $K(t)$ and will devote the same amount of time to investment $I(t)$ at each age $t$.

Next consider how changes in $A(0)$ and $m(t)$ affect the time paths of consumption, leisure, etc. over the life cycle—or, equivalently, how differences in $A(0)$ and $m(t)$ among different persons lead to different levels of consumption, leisure, etc. at any point in the life cycle. Here again, as in the exogenous-wage model of Section 3.2.1, it is extremely helpful to use the Frisch demand system and to distinguish between (i) changes in time paths that would occur even if the shadow price of assets $v$ remained unchanged, and (ii) changes that occur because changes in the relevant variables will in fact change the shadow price $v$. As in the exogenous-wage model, we will refer to these two kinds of changes as "shadow price-constant" and "shadow price-variable" effects, respectively. These are analogous to the substitution and income effects, respectively, of static labor supply models, but with one important difference: substitution and income effects refer to changes with the level of utility constant or variable, respectively; whereas shadow price-constant and shadow price-variable effects refer to changes with the marginal utility of assets constant or variable, respectively.

First consider the shadow price-constant effects on $C$ and $L(t)K(t)$ of changes in $A(0)$ and, at a particular $t$, in $m(t)$. By (69)–(70), a change in $A(0)$ will not change either $C(t)$ or $L(t)K(t)$ so long as the shadow price of $v$ remains unchanged. Thus, the shadow price-constant effects on $C$ and $L(t)K(t)$ of a change in $A(0)$ are both zero. To derive shadow price-constant effects of a change in $m(t)$, begin by differentiating (69) and (70) totally with respect to $v(t)$ and $m(t)$ with $t$ constant, to obtain:

$$dC(t) = dm(t)[m(t)u_{CL}(t)M(t)M(t)/d(t)]$$

$$+ dv(t)[m(t)m(t)P(t)u_{CL}(t)-ku_{CL}(t)]/d(t)], \quad (82)$$

$$d[L(t)K(t)] = dm(t)[[M(t)u_{CL}(t) + uc(t)]m(t)L(t)K(t)/d(t)]$$

$$+ dv(t)[ku_{CL}(t)-m(t)P(t)u_{CL}(t)]/d(t)], \quad (83)$$

where $d(t) = m(t)^2[u_{CL}(t)v_{CL}(t)-u_{CL}(t)^2]; \quad M(t) = dm(t)u_{CL}(t)/d(m(t); \quad$ and $dC(t)$ and $d[L(t)K(t)]$ denote changes in consumption and effective leisure, respectively, at a given date $t$ induced by changes in $m(t)$ and $v(t)$ at that date. If $v(t)$ is constant, $dv(t) = 0$, so, by (82) and (83), the shadow price-constant effects of a change in $m(t)$ on $C(t)$ and $L(t)K(t)$ are

$$dC(t)/dm(t) = m(t)u_{CL}(t)[M(t)]/d(t), \quad (84)$$

$$d[L(t)K(t)]/dm(t) = [M(t)u_{CL}(t)+u_{CL}(t)^2m(t)K(t)]/d(t). \quad (85)$$

So long as an increase in $m(t)$ at each $t$ does indeed connote an increase in the marginal utility of effective leisure, $M(t) > 0$ (recall footnote 15), and so an increase in $m(t)$ at each $t$ with the shadow value of initial assets constant will increase effective leisure $L(t)K(t)$ at each date. If consumption raises the marginal utility of effective leisure ($u_{CL}(t) > 0$), then a shadow value-constant increase in $m(t)$ at each $t$ will also increase consumption $C(t)$ at each date. These results refer only to the shadow price-constant effects of changes in $A(0)$ and $m(t)$. However, such changes will also lead to changes in the shadow prices $v(t)$ themselves. For example, it is intuitively plausible that, other things being equal, someone with greater initial assets will have a lower $v(t)$ at all dates $t \geq 0$ provided goods and leisure are normal—that is, will regard assets as less "precious" or "scarce" than will someone with lower initial assets. It remains to establish that this conjecture is not merely plausible but also correct; to obtain an analogous result for the effect of greater $m(t)$ on $v(t)$; and then to derive the impact of either kind of change in $v(t)$ on $C(t)$ and $L(t)K(t)$—the shadow price-constant effects described earlier.

To see how $v(t)$ at each $t$ will change in response to an increase in initial assets $A(0)$, recall that with $v(t)$ constant a change in $A(0)$ has no effect on $C(t)$ or $L(t)K(t)$ [see (82)–(83)]; and note from (64) that, other things being equal, an increase in $A(0)$ will leave some assets unspent at the end of life. Since there are no bequests and since "you can't take it with you", that cannot be optimal. The appropriate response to an increase in $A(0)$ is to reduce $v(t)$, i.e. to value assets less highly and spend them more freely. Indeed, as (82)–(83) indicate, at given values of $m(t)$, both $C(t)$ and $L(t)K(t)$ will fall when $v(t)$ is increased (provided consumption and leisure, respectively, are normal goods). That is,

$$dC(t)/dv(t) = m(t)[m(t)P(t)u_{CL}(t)-ku_{CL}(t)]/d(t), \quad (86)$$

$$d[L(t)K(t)]/dv(t) = [ku_{CL}(t)-m(t)P(t)u_{CL}(t)]/d(t), \quad (87)$$

where the expressions after the equals signs in (86)–(87) are negative provided $C$
and $L$, respectively, are normal goods in the static sense. Moreover, an increase in $v(t)$ will always increase net additions to wealth $a(t) = E(t) - P(t)C(t) = kTK(t) - k(t)K(t) - P(t)C(t)$; since $dK(t)/d(l) = dH(t)/d(l) = 0$ by (81) and (67), \[
\frac{da(t)}{dl} = -k \left[ \frac{d[L(t)K(t)]}{d(l)} \right] - P(t)/dC(t)/d(l),
\]
so, by (86)-(87),

\[
\frac{da(t)}{dl} = - \left[ k^2 u_{CC}(t) + [m(t)P(t)]^2 u_{LL}(t) - 2km(t)P(t)u_{CL}(t) \right] / d(l),
\]

which is always positive by concavity of $u$. Thus, the disequilibrium caused by higher $A(0)$—"excess" financial wealth at death, $A(D) > 0$—is remedied by a reduction in $v(t)$. Provided $C$ and $L$ are normal, the reduction in $v$ raises both consumption and effective leisure, thereby reducing earnings and increasing expenditure at each date, thereby exhausting the excess asset accumulation that would otherwise show up as $A(D) > 0$. It follows that

\[
\frac{dv(t)}{dA(0)} < 0
\]

which, along with (86)-(87), implies that the shadow price-variable effects on consumption and effective leisure of an increase in initial assets are both positive. That is, the shadow price-variable effects of higher $A(0)$ are, respectively,

\[
\left[ \frac{dC(t)}{dv(t)} \right] / \left[ \frac{dv(t)}{dA(0)} \right] > 0,
\]

\[
\left[ \frac{d[L(t)K(t)]}{dv(t)} \right] / \left[ \frac{dv(t)}{dA(0)} \right] > 0,
\]

provided $C$ and $L$ are normal in the static sense.

Essentially the same reasoning leads to the proposition that the shadow price-variable effects on consumption and effective leisure of a greater taste for leisure are both negative—namely the $v$-variable effects of a greater level of initial wealth. By (82)-(83), or equivalently (84)-(85), with $v(t)$ constant ($dv(t) = 0$) a greater taste for leisure at any date $t$ ($dm(t) > 0$) will (i) increase consumption at that date provided $u_{CL}(t) > 0$; and (ii) increase effective leisure at that date provided $M(t) > 0$. Hence, net increments to wealth $a(t)$ fall due to the rise in $m(t)$ by (81) and (67), $dK(t)/dm(t) = 0$, so \[
\frac{da(t)}{dm(t)} = - \left[ M(t) + ku_{CC}(t) \right] / d(l),
\]

which is negative provided $M(t) > 0$, $u_{CL}(t) > 0$ and consumption and leisure are normal in the static sense. Thus, with $v(t)$ constant, a greater taste for leisure at any given date will lead to a shortfall of financial wealth that would violate (64). The remedy is to increase $v(t)$: by (88), an increase in $v(t)$ always increases net increments to wealth $a(t)$. Hence, if $M(t) > 0$, $u_{CL}(t) > 0$ and $C$ and $L$ are both normal,

\[
\frac{dv(t)}{dm(t)} > 0,
\]

which, along with (86)-(87), implies that the shadow price-variable effects on consumption and effective leisure of an increase in the taste for leisure are both negative. That is, if $M(t) > 0$, $u_{CL}(t) > 0$ and $C$ and $L$ are both normal, the shadow price-variable effects of higher $m(t)$ are, respectively,

\[
\left[ \frac{dC(t)}{dv(t)} \right] / \left[ \frac{dv(t)}{dm(t)} \right] < 0,
\]

\[
\left[ \frac{d[L(t)K(t)]}{dv(t)} \right] / \left[ \frac{dv(t)}{dm(t)} \right] < 0.
\]

In sum, women with a greater taste for leisure (e.g., a greater preference for activities such as childrearing) will have to put a greater shadow or implicit value on financial assets than will women: the $v$-constant effect of greater $m$ raises consumption and reduces earnings, which in turn requires greater caution with respect to earning and spending—an increase in $v$ so as to ensure that the lifetime budget constraint can still be satisfied. Thus, via the $v$-variable effect, consumption and effective leisure $LK$ both fall. Since changes in $v$ do not affect $IK$, $K$ or $I$, the $v$-variable effect of greater $m$ does not change $IK$, $K$ or $I$ but does reduce leisure time $L (=LK/K)$. Hence the $v$-variable effect of greater $m$ raises (i) actual hours of work $H = T - L - I$, (ii) hours at work $J = T - L - I + H$, and (iii) the observed wage $W = kKH/(I + H)$; and reduces the investment content of an hour spent at work $I/(I + H)$.

Now combine the shadow price-constant and shadow price-variable effects to derive the total effects of changes in $A(0)$ and $m(t)$ on consumption, leisure, etc. First consider the effects of greater $A(0)$. All shadow price-constant effects of greater $A(0)$ are zero, so the total effects of greater $A(0)$ are the same as the shadow price-variable effects of greater $A(0)$. Thus, ceteris paribus, a woman who has greater initial assets must necessarily have greater consumption and effective leisure than a woman with less initial assets. Also, other things being equal, the woman with higher initial assets will spend less time at work $J = T - L$, will spend less time actually working $H = T - L - I$, and will enjoy more leisure time $L$. Her observed wage $E/H = kKH/(I + H)$ will be lower, but the investment content of an hour of the time she spends at work $I/(I + H)$ will be higher, than for the woman with lower initial assets. Finally, ceteris paribus, the woman with higher initial assets will have the same potential earning power or human
capital stock $K$ as will a woman with lower initial assets; and both women will invest to the same extent (where investment refers either to investment time $I$ or to effective investment $IK$).

Although these propositions of course refer in a literal sense to the effects of differences in initial assets, $A(0)$, it is important to note that they could also be interpreted as referring to the impact of marriage (especially if one ignores intrafamily cross-substitution effects of the kind described in Section 3.2): marriage seems to permit substantial economies of scale in consumption, and so to at least some extent is analogous to an increase in financial wealth (which, discounted back to time 0, is simply an increase in initial assets). If so, then marriage will (i) raise consumption and leisure time (and thus fertility) at all ages; (ii) reduce hours at work, $J = T - L$, at all ages; and (iii) reduce the observed wage, $kKH/(I + H)$, at all ages.

All this is very much in line with the intuition generated by the Informal Theory, and is certainly consistent with empirical findings on cross-section patterns of women's labor supply and wages by marital status. However, note that some of the implications of the formal model seem at odds with the reasoning of the Informal Theory: to the extent that marriage can indeed be regarded as akin to higher $A(0)$, the formal model implies that marriage does not affect investment time $I$, effective investment $IK$ or human capital $K$. Moreover, in general no conclusions can be drawn from the formal model about the impact of marriage—higher $A(0)$—on the slope of the earnings profile unless one adopts some specific assumptions about preferences (Heckman 1976, pp. S23, S41); in contrast, the Informal Theory has almost always associated marriage with flatter earnings profiles.

Now consider the comparative dynamics effects of greater $m(t)$, which are summarized in Table 2.24. To the extent that a greater $m(t)$ at any given date can be interpreted as a greater taste for leisure (for nonmarket as opposed to market work, for children, etc.), then the above indicates the following: (i) with $t$ constant, a woman with a greater taste for raising children and other nonmarket activities will enjoy more consumer goods and leisure, will spend fewer hours at work (with, however, each hour having a higher investment content), and will

have a lower wage, than will a woman with a lesser taste for such nonmarket activities; (ii) these reductions in hours of work and wages prompt the woman with a greater taste for nonmarket activities to place a greater implicit value on assets, and thus be more conservative about spending on consumption and leisure, implying (iii) that the $v$-variable effect of a greater taste for nonmarket activity will be to increase work and wages and reduce leisure time.

On balance, then, the $v$-effects of a greater taste for nonmarket activity or "leisure" at any particular age $t$ are generally indeterminate a priori (except as regards investment time and human capital accumulation, which are independent of $m$). For example, the $v$-constant effect of greater $m(t)$ acts to increase leisure $L(t)$, but the $v$-variable effect of greater $m(t)$ acts to reduce it.

It is nevertheless possible to derive some insight into the effects of greater $m(t)$ on individuals' life-cycle paths, thanks largely to the analytical distinction between the $v$-constant and $v$-variable effects of greater $m(t)$. On the one hand, the $v$-constant effects of greater $m(t)$ alter behavior only at age $t$, and not at any other age: since the lifetime utility function $U$ is separable in time, consisting of an integral of instantaneous utility functions $u$, an increase in $m(t)$ with $t$ constant does affect behavior at time $t$ but does not affect behavior at any other date $t'$. [For example, note from (69)–(71) that $C(t)$, $L(t)K(t)$ and $I(t)K(t)$ are independent of $m(t')$ for all $t' \neq t$.] On the other hand, the $v$-variable effect of greater $m(t)$ affects behavior (e.g. leisure, the observed wage, hours at work) at all ages: the $v$-variable effects of greater $m(t)$ are spread over the individual's entire life cycle because borrowing and lending make it possible (for example) to earn and save during periods when $m(t)$ is low(er) and to borrow or live off past savings during periods when $m(t)$ is high(er). Thus, for all $t' \neq t$, the only effects of higher $m(t)$ are $v$-variable effects, whereas at $t$ a higher level of $m(t)$ will have both $v$-variable and $v$-constant effects.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$v$-constant effect</th>
<th>$v$-variable effect</th>
<th>Total effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I(t)K(t)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$I(t), K(t)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$C(t)$</td>
<td>$*$</td>
<td>$*$</td>
<td>$*$</td>
</tr>
<tr>
<td>$I(t)K(t), L(t)$</td>
<td>$*$</td>
<td>$*$</td>
<td>$*$</td>
</tr>
<tr>
<td>$H(t)$</td>
<td>$*$</td>
<td>$*$</td>
<td>$*$</td>
</tr>
<tr>
<td>$W(t)$</td>
<td>$*$</td>
<td>$*$</td>
<td>$*$</td>
</tr>
<tr>
<td>$I(t)/[H(t) + I(t)]$</td>
<td>$*$</td>
<td>$*$</td>
<td>$*$</td>
</tr>
</tbody>
</table>

*Provided $w_c > 0$.

*Provided $M > 0$.

*Provided $w_c > 0, M > 0$, and $C$ and $L$ both normal.
To the extent that the v-variable effect of greater m(t) at any given age is likely to be small, one would expect the v-constant effect of greater m(t) to dominate the v-variable effect at age t. At other ages t' ≠ t, higher m(t) has a v-variable effect only. Thus, so long as a greater m(t) can indeed be interpreted as a greater taste for nonmarket work, childbearing, etc., the formal model developed here implies that, during the childbearing and childrearing ages, women with a greater taste for nonmarket work, childbearing and childrearing will tend to have (i) lower hours of actual work, hours at work, and observed wage rates, and (ii) higher hours of leisure and a higher investment content per hour spent at work, than will other women, ceteris paribus (provided – as seems reasonable a priori – v-constant effects dominate during the periods t that m(t) is high).

However, the model also implies that, at ages other than those of childbearing and childrearing, these patterns will be exactly reversed; that, when women with a greater taste for nonmarket work, childbearing and childrearing will spend more time working, earn a higher observed wage, devote less time to leisure, and will devote the same amount of time to investment / as other women, ceteris paribus.

Thus, the formal model’s predictions about behavior during the age of childbearing and childrearing seem quite consistent with the intuition generated by the Informal Theory. However, its implications about behavior at ages other than those of childbearing and childrearing raise some questions about the Informal Theory. For the most part, the Informal Theory ignores the implicit substitution between high- and low-m(t) periods that occurs in the formal model developed here.

The most noteworthy difference between the formal model and the Informal Theory is, of course, that in informal discussions marriage, childbearing, childrearing, etc. are usually assumed a priori to be associated with less investment (I) and human capital accumulation (H), whereas in the formal model developed here both investment and human capital are independent of marriage and children. An important reason for this is probably that the formal model presented above explicitly assumes a lifetime interior solution (i.e., positive H and positive I throughout the life cycle). Generalizing a model of this kind by allowing for H and I to change during the life cycle (e.g., zero H and/or I during part of the life cycle) would permit explicit analysis of something that is suppressed by the assumption of a lifetime interior solution but that figures prominently in the Informal Theory: discontinuities in employment and work experience.

To sum up: although much informal discussion implicitly or explicitly emphasizes the interrelationships between women’s work and wages in a life-cycle setting, rigorous analysis of such issues using formal life-cycle labor supply models with endogenous wages is still in its infancy. To some extent, even quite simple and abstract models have something to say about female labor supply over the life cycle; more important, relatively modest development of abstract models can yield additional insights and propositions about women’s work and wages over the life cycle. To some extent, formal models confirm the intuition developed by informal theorizing; in other respects, however, the results of formal models raise questions about the merits of such simple intuition. Further research in this area is long overdue, and would seem to be eminently promising.

4. Empirical studies of female labor supply

We now discuss empirical analyses of female labor supply. We first describe some of the important problems that arise in such studies—concerning specification, measurement of variables, econometric technique, and the like—and then summarize the findings of recent empirical work. To motivate this discussion, we note at the outset that the results of some recent empirical studies of female labor supply differ appreciably from those of research conducted through the early 1980s. There has been a consensus of relatively long standing that compensated and uncompensated female labor supply wage elasticities are positive and larger in absolute value than those for men. In contrast, some recent studies appear to show that the compensated and uncompensated wage elasticities of women workers are little different from those of men; indeed, in this work, the female uncompensated elasticity is often estimated to be negative.

4.1. Empirical work on female labor supply: Methodological issues

As documented in Section 2, many women work—supply positive hours to the market—but many women do not. This simple fact has a number of very important implications for empirical work. First, in specifying the labor supply function, one must recognize that the labor supply of many women (those whose offered wage is well below the reservation level) will be completely insensitive to small changes in market wage rates, exogenous income or for that matter anything else. Many ‘first-generation’ empirical studies of female labor supply conducted through the mid-1970s ignored this consideration because they specified the labor supply function as different from other regression functions, e.g.

\[ H = wa + Xb + Rc + e, \]

(96)

where \( H \) is hours of work per period, \( w \) is the real wage, \( R \) is real exogenous income, \( X \) is a vector of other (e.g., demographic) variables and \( e \) is a random error term. The difficulty in using such a relation to analyze the labor supply of all women is that, at best, (96) or functions like it refer only to working women.
rather than to the entire female population. Derivatives of $H$ with respect to any variable are equal to the relevant parameter $(a, b$ or $c)$ only when the real offered or market wage rate $w$ exceeds the real reservation wage $w^*$. In contrast, when $w < w^*$, all such derivatives are zero for (small) changes in all relevant variables.

The same point is relevant to family labor supply models, in which any given family member’s labor supply is (in general) a function of that family member’s wage, the wages of all other family members and exogenous income: for example, the husband’s (wife’s) labor supply will be affected by small changes in the wife’s (husband’s) offered wage only if the wife (husband) is working.

A second problem arising from the usually-substantial extent of nonparticipation among women is that, in general, the market wages of nonworking women are not observed. Thus, even if (96) correctly specified the labor supply function, it could not be estimated using data on the entire female population, because measures of one of the relevant variables are usually not available for the entire population.

It might seem (and to many first generation researchers did in fact seem) that the easiest way to avoid both these problems — of specification and measurement — is to fit labor supply functions such as (96) to data on working women only. This avoids the specification problem because, among working women, changes in the relevant independent variables $X$ will of course generally induce nonzero changes in labor supply; and it avoids the measurement problem because working women’s wages are generally observed. Unfortunately, this attempted solution arises an econometric problem, variously known as “sample selection” or “selectivity” bias: if working women are not representative of all women, then using least squares regression methods to fit (96) to data restricted to working women may lead to bias in the estimated parameters $b$. Indeed, it may even lead to biased estimates of the structural parameters relevant to the behavior of working women!

To see why, consider the following simple argument (for further discussion, see Pencavel, Chapter 1 in this Handbook, or Killingsworth (1983, ch. 4)). Working women have $w > w^*$. Thus, among all women who are capable of earning the same real market wage $w$, working women have relatively low reservation wages $w^*$. Similarly, among all women with the same reservation wage $w^*$, working women must have relatively high market wages $w$. Thus, on both counts — low reservation wages and high market wages — working women are likely to be unrepresentative of the entire female population. Least squares estimates of (96) derived from data restricted to working women may therefore suffer from bias. Indeed, they may even fail to provide unbiased measures of the behavioral responses of working women themselves.

The essential reason for this is that, unless wage rates and reservation wages depend only on observable variables and not on any unobservable factors, the labor supply error term $e$ of working women may not be independent of their observed variables $w, R$ and $X$. For example, consider the role of exogenous income, $R$. $R$ is a determinant of hours of work $H$ by (96), and is also a determinant of the reservation wage, $w^*$. To be concrete, let the reservation wage be a function of $R$, other observed variables $Z$ and unobservables ("tastes for leisure") $u$, with

$$w^* = Zk + Rg + u. \quad (97)$$

Among working women, $w > w^*$, or, equivalently,

$$u < - (w - (Zk + Rg)). \quad (98)$$

Thus, "other things" (the observed variables $w, Z$ and $R$) being equal, working women have relatively low values of $u$. Moreover, if the labor supply error term $e$ and the reservation wage error term $u$ are correlated then, in general, $e$ will be correlated with $R$ within the group of working women even if it is uncorrelated with $R$ in the female population as a whole. Why? If leisure is a normal good, $e < 0$ and $g > 0$ (that is, greater exogenous income reduces labor supply and raises the reservation wage, ceteris paribus). Thus, by (98), women who have a high value of $R$ but who nevertheless work will tend to have a relatively low value of $u$, "other things" ($w$ and $Z$) being equal: in other words, women who work even though they receive large amounts of exogenous income must have a relatively low taste for leisure, ceteris paribus. If $u$ and $e$ are negatively correlated, as seems likely to be the case (see footnote 20), then $e$ and $R$ will be positively correlated among working women even if no such correlation exists in the female population as a whole. In this case, using conventional least squares regression to fit (96) to data on working women will yield a biased estimate of the exogenous income parameter $c$ due to the correlation between $e$ and $R$.

Several further remarks are in order at this point. First, similar arguments establish that the coefficient on any variable $X$ in (96) fitted to data on working women will be biased if it also appears in the vector $Z$ in the reservation wage function (97). Second, if the observed wage rate $w$ depends on unobservables $v$ as well as observed characteristics (e.g. schooling) and if the wage unobservables $v$ are correlated with the labor supply and reservation wage unobservables $v$ and $u$, then the same reasoning establishes that the coefficient on $w$ in (96) will also be biased when (96) is derived from data on working women.

Finally, a straightforward extension of these arguments will demonstrate that a similar potential for bias can arise in analyses of family labor supply, e.g. when one estimates labor supply functions for wives using data restricted to wives whose husbands are employed.

Footnote: For example, a measure of "motivation" or "will to work" is unlikely to be available in any dataset, and may be determinant of both labor supply and the wage rate.
In general terms, the solution to these interrelated problems of specification, measurement and econometric technique is to estimate not only “the” labor supply function [that is, the structural relation determining hours of work, such as (96)] but also other behavioral functions relevant to work effort [e.g., the discrete choice of whether to supply any work at all, as given by a participation criterion such as (97)]. This approach has characterized so-called “second-generation” research on labor supply undertaken since the mid-1970s. Such estimation can take explicit account of the manner in which available data were generated (e.g., the fact that wages are observed only for workers) and of the fact that nonworkers’ labor supply is insensitive to small changes in wages, exogenous income or other variables. Thus, measurement problems can be minimized, specification questions are addressed directly and the econometric bias problem can be avoided.

A variety of second-generation strategies for proceeding in this fashion have been developed in recent years. In lieu of a full description of all of them—which is well beyond the scope of this chapter, and which may be found elsewhere [see, for example, Killingsworth (1983, esp. ch. 3), Heckman and MacCury (1985), Wales and Woodland (1980)]—consider the following procedure due to Heckman (1976a, 1979) by way of example. Let the real wage \( w \) that an individual earns (or is capable of earning) be given by

\[
w = Yh + \nu. \tag{99}\]

An individual works if \( w > w^* \) and is a nonworker otherwise. Thus, by (97) and (99),

\[
\begin{align*}
\nu - u > -(Yh - Zk - Rg) & \iff H > 0, \tag{100a} \\
\nu - u < -(Yh - Zk - Rg) & \iff H = 0, \tag{100b}
\end{align*}
\]

which are reduced-form expressions for the conditions under which an individual will or will not work, respectively. Likewise, by (96) and (99), the reduced-form function for the hours of work \( w \) of women who work is

\[
H = Yh + Xh + Rc + [aw + e], \tag{101}
\]

where the term in square brackets is a composite error term.

Now consider the estimation of (101) using data restricted to working women. The regression function corresponding to (101) is

\[
E\{H|Y, X, R, Z, \nu - u \geq -(Yh - Zk - Rg)\} = Yh + Xh + Rc + E\{[aw + e]|Y, X, R, Z, \nu - u \geq -(Yh - Zk - Rg)\}, \tag{102a}
\]

where the third line follows from the second because \( \nu \) and \( e \) are assumed to be independent of \( Y, X, R \) and \( Z \). The last term on the right-hand side of this equality is the expectation of the composite error term \( aw + e \) conditional on positive hours of work (i.e., the mean of \( aw + e \) for someone with characteristics \( Y, Z \) and \( R \) who works). Its value depends on the variables \( Y, Z, R \) and \( \lambda \), the structural parameters \( h, k \) and \( g \), and the parameters of the joint distribution of the random variables \( aw + e \) and \( \nu - u \). Likewise, the regression function for the wages of workers is

\[
E\{w|Y, \nu - u \geq -(Yh - Zk - Rg)\} = Yh + E\{\nu|\nu - u \geq -(Yh - Zk - Rg)\}, \tag{102b}
\]

where the last term on the right-hand side of (103) is the conditional expectation of \( \nu \), i.e., the mean value of \( \nu \) among workers.

To proceed further, researchers have typically assumed that the random variables \( \nu, e \) and \( \nu \) are jointly normally distributed (although other distributional assumptions and even nonparametric techniques could be used instead). In this case, it turns out [see, for example, Heckman (1979)] that the conditional mean of \( aw + e \) in (102a) and the conditional mean of \( \nu \) in (102b) can be written in a relatively simple fashion, i.e.,

\[
\begin{align*}
E\{[aw + e]|\nu - u \geq -(Yh - Zk - Rg)\} & = \frac{\sigma_{12}}{\sigma_{22}}^5 \lambda, \tag{103} \\
E\{\nu|\nu - u \geq -(Yh - Zk - Rg)\} & = \frac{\sigma_{22}}{\sigma_{22}}^5 \lambda, \tag{104}
\end{align*}
\]

where \( \sigma_{12} = \text{cov}[aw + e, \nu - u], \sigma_{22} = \text{cov}[\nu, \nu - u], \sigma_{23} = \text{var}[\nu - u], \lambda = f[1 - I/\sigma_{22}^5]/(1 - F[1 - I/\sigma_{22}^5]) \) and \( I = (Yh - Zk - Rg) \). The important thing to note about (103) and (104) is that they express the conditional means of \( aw + e \) and of \( \nu \) in terms of observed variables and estimable parameters, thereby permitting estimation.

In the approach developed by Heckman (1976b, 1979), estimation proceeds in three steps. In the first, one estimates the parameters governing the decision to work or not to work, as given by eqs. (100), using probit analysis, i.e., by maximizing the probit likelihood function

\[
1 = \prod F[1 - I/\sigma_{22}^5]^{-d} \left[1 - F[1 - I/\sigma_{22}^5]\right]^d, \tag{105}
\]

where \( d \) is a dummy variable equal to one if an individual works, and zero otherwise. This provides estimates of the parameter ratios \( h/\sigma_{22}^5, k/\sigma_{22}^5 \) and \( g/\sigma_{22}^5 \) which can be used to compute (estimates of) the \( \lambda \) for each working individual [recall the definition of \( \lambda \) in (103)–(104)]. Armed with these measures of working individuals’ \( \lambda \) values, one can then estimate the reduced form hours
and wage equations by using data for working individuals to fit the following functions by, for example, least squares:

$$H = Yab + Xb + Rc + \lambda m + y,$$

(106)

$$w = Yh + \lambda l + z,$$

(107)

where \(y\) and \(z\) are random error terms that are uncorrelated with the right-hand side variables in (106)-(107) by (103)-(104), and where, by (103)-(104), estimates of the parameters \(m\) and \(n\) are estimates of the ratios \(\sigma_{11}/\sigma_{22}\) and \(\sigma_{12}/\sigma_{22}\), respectively.

We conclude this abbreviated methodological discussion with one further observation. It should already be clear that the error term plays a much more important role, and has been the focus of much more attention, in second- than in first-generation labor supply research. What may not immediately be clear is that, in general, three kinds of "error terms" (unobservables, measurement errors, etc.) may be relevant to labor supply: one kind has to do with the utility function (or other utility-related function such as the indifference curve, the marginal rate of substitution, etc.); another refers to the budget constraint; the third has to do with the optimum point (e.g. indifference curve-budget line tangency) itself. We refer to these as preference errors, budget constraint errors, and optimization errors, respectively.

Optimization errors (and errors in the measurement of hours of work) refer to discrepancies between optimal and actual (or between actual and measured) hours of work. Such discrepancies arise when, for example, individuals are unable to work as many hours as they desire due to unemployment, bad weather or other similar phenomena; or when data on hours of work do not accurately reflect the hours (optimal or not) that individuals are actually working. Preference errors refer to unobservable differences in utility (or utility-related) functions across individuals; for example, Burtless and Hausman (1978) and Hausman (1981) adopt a random-parameter utility function model in which the elasticity of hours of work with respect to exogenous income varies randomly across the population; and Heckman (1976b) assumes that the marginal rate of substitution is affected by unobservables as well as observables, as in (97). Finally, budget constraint errors refer to unobservable differences in budget constraints across individuals. For example, most recent work treats the wage as a function of unobserved as well as observed characteristics, as in (99); likewise, observationally identical individuals (with the same observed pretax wage rate, exogenous income, etc.) may not face the same marginal tax rate, meaning that their after-tax budget constraints differ from unobservable factors (e.g. differences in consumption patterns that lead to different deductions, marginal tax rates, etc.).

4.2. Estimates of female labor supply elasticities: An overview

We now turn to estimates of female labor supply elasticities obtained in recent empirical analyses. We focus on the compensated (utility-constant) and uncompensated ("gross") elasticity of hours of work with respect to the wage rate and on the so-called "total-income" elasticity of annual hours (i.e. the difference between the uncompensated and compensated wage-elasticities of hours).31 Details concerning the samples and variables used in these studies are summarized in Table 2.25; the results of the studies are set out in Table 2.26. All in all, most of the estimates suggest that female labor supply elasticities are large both in absolute terms and relative to male elasticities (on which see Pencavel, Chapter 1 in this Handbook). However, the range of estimates of the uncompensated wage elasticity of annual hours is dauntingly large: Dooley (1982), Nakamura and Nakamura (1981), and Nakamura, Nakamura and Cullen (1979) all report estimates of 0.30 or less, whereas Dooley (1982) and Heckman (1980) obtain estimates in excess of +14.0! Since most estimates of the uncompensated wage elasticity are positive and estimates of the total-income elasticity are almost always always negative, it is not surprising that the compensated wage elasticities implied by the studies shown in Table 2.26 are generally positive, but even here it is the variability, rather than uniformity, of the estimates that is noteworthy. It is not uncommon for authors of empirical papers on female labor supply to point to results in other studies similar to the ones they have obtained but, as Table 2.26 suggests, such comparisons may not always be informative: it is too easy to find at least one other set of results similar to almost any set of estimates one may have obtained.

The main exception to these generalizations concerns the results of studies of U.S. and Canadian data by Nakamura and Nakamura (1981), Nakamura, Nakamura and Cullen (1979), and Robinson and Tomes (1985). Here, the uncompensated elasticity of labor supply with respect to wages is negative (so

31This discussion omits two kinds of studies: those based on the negative income tax (NIT) experiments, and those based on dynamic models of labor supply of the kind discussed in Section 3.2. One problem with studies based on the NIT experiments is that, as has recently been noted [Greenberg, Moffit and Friedmann (1981), Greenberg and Halley (1983)], participants in the experiments may have misreported their earnings and work effort (in an even greater extent than the "controls" who were not receiving experimental NIT payments). For discussions of studies based on the NIT experiments, see Kilingsworth (1983, ch. 6), Moffitt and Kehrer (1981, 1983) and Robins (1984). There have been relatively few empirical studies based on formal dynamic labor models (see Altonji (1986), Blundell and Walker (1983), Heckman and MacArthur (1980, 1982), Moffit (1984b) and Smith (1977a, 1977b, 1977c, 1980)); all but one [Moffit (1984b)] treat the wage as exogenous (in the behavioral sense), and have produced somewhat mixed results. For a brief review, see Kilingsworth (1983, ch. 5).

32See also Nakamura and Nakamura (1985a, 1985b), which differ from most other studies of female labor supply in that these analyses condition on labor supply in the year prior to the one being considered.
### Table 2.25

<table>
<thead>
<tr>
<th>Study</th>
<th>Characteristics of sample</th>
<th>Construction of measures of $H, W, R$</th>
</tr>
</thead>
</table>
| Wanous and Zahr (1986) | Women ages 60, neither unemployed nor self-employed, with working husbands < 65 who were not self-employed – GHS | $H = \text{hours of work per week}$  
$W = \text{hourly earnings, predicted from selection bias-corrected regression}$  
$R = \text{husband's earnings + rent + dividends + interest + imputed rent (owner-occupier) - mortgage interest + rent + property tax rebates (after taxes calculated at zero hours of work for wife)}$  
$W = \text{net family income excluding own earnings (linearized)}$ |
| Ashworth and Ulph (1981) | Wives of husbands working 2–8 hours/week at a salaried job, no other family members working, women with second job excluded if either (a) gross wage at second job > overtime rate on first job or (b) did not want to work more overtime on first job than actually worked – BMRBS | $H = \text{hours of work per week}$  
$W = \text{marginal net wage (wage at first job, if constrained at first job; otherwise, inclusive of overtime premium if any)}$  
$W = \text{net family income excluding own earnings (linearized)}$ |
| Blundell and Walker (1982) | Working wives with working husbands, husband a manual worker, total weekly expenditures between £50 and £55 – FES | $H = \text{hours of work per week}$  
$W = \text{earnings / (linearized)}$  
$R = \text{unearned income (linearized)}$ |
| Coglan (1980a) | White wives age 30–44 – NLS | $H = \text{hours of work per week}$  
$W = \text{hourly wage}$  
$R = \text{husband's annual income}$ |
| Coglan (1980b) | White wives not in school, disabled or retired, self and spouse not self-employed or farmer – PSD | $H = \text{hours of work per week}$  
$W = \text{hourly wage}$  
$R = \text{husband's earnings}$ |
| Coglan (1981) | White wives age 30–44, self and spouse not self-employed or farmer – NLS | $H = \text{usual weekly hours x weeks worked in prior year}$  
$W = \text{earnings in prior year / hours worked in prior year}$  
$R = \text{other income exclusive of earnings of family members, self-employment income, Social Security, and public assistance benefits (separate variables included for husband's predicted income and annual-predicted husband's income)}$ |
| Dooley (1982) | Wives age 30–54 – USC | $H = \text{hours worked in survey week / hours worked in prior year}$  
$W = \text{earnings in prior year / hours worked in prior year}$  
$R = \text{unearned income}$ |
| Franz and Kawasaki (1981) | Wives – M | $H = \text{hours worked in survey week}$  
$W = \text{hourly wage}$  
$R = \text{income of husband}$ |
| Franz (1981) | Same as Franz and Kawasaki (1981) | $H = \text{hours worked in survey week / hours worked in prior year}$  
$W = \text{earnings in survey week / hours worked in survey week}$  
$R = \text{husband's earnings + property income + transfer payments + other regular non-wage income}$ |
| Hanoch (1980) | White wives, husband a wage earner and nonfarmer – SEO | $H = \text{hours worked in survey week / hours worked in prior year}$  
$W = \text{earnings in survey week / hours worked in survey week}$  
$R = \text{unearned income}$ |

### Table 2.25 continued

<table>
<thead>
<tr>
<th>Study</th>
<th>Characteristics of sample</th>
<th>Construction of measures of $H, W, R$</th>
</tr>
</thead>
</table>
| Hausman (1980) | Black female household heads in Gary Income Maintenance Experiment, observed during experiment (households with preexperiment income > 3 times poverty line were excluded from experiment) | $H = \text{1 if worked during middle two years of experiment, 0 otherwise}$  
$W = \text{hourly wage}$  
$R = \text{nonlabor income}$ |
| Hausman (1981) | Wives of husbands ages 25–35 and not self-employed, farmers or disabled – PSID | $H = \text{annual hours worked}$  
$W = \text{hourly wage}$  
$R = \text{imputed return to financial assets}$ |
| Hausman and Raud (1984) | Same as Hausman (1981) | $H = \text{weekly hours worked x average hours worked per week}$  
$W = \text{usual wage}$  
$R = \text{assets}$ |
| Heckman (1976a) | White wives age 30–44 – NLS | $H = \text{annual earnings / W}$  
$W = \text{usual hourly wage}$  
$R = \text{assets}$ |
| Heckman (1980) | White wives age 30–44, husband not a farmer – NLS | $H = \text{hours of work per week}$  
$W = \text{net wage per hour}$  
$R = \text{"unearned income" per week}$ |
| Koerner and Kapteyn (1984b) | Households in which both husband and wife are employed wage earners – TUS | $H = \text{annual weeks worked x usual weekly}$  
$W = \text{predicted value of annual earnings / W, derived from OLS wage regression (linearized)}$  
$R = \text{net annual unearned income, including imputed rent, interest and dividends (husband's W, defined as wife's W, included as separate variable) (linearized)}$ |
| Layard, Barson and Zahr (1980) | Wives age 30–60, not self-employed – GHS | $H = \text{hours of work per week}$  
$W = \text{total earnings in 1975 / H}$  
$R = \text{household income – wife's earnings}$ |
| Meier (1985) | White wives age 30–60 in 1975 – PSID | $H = \text{hours worked last week}$  
$W = \text{hourly wage rate}$  
$R = \text{hours worked in prior year}$ |
| Moffitt (1984a) | Wives – NLS | $H = \text{annual earnings / H}$  
$R = \text{husband's earnings + asset income – tax-payable at zero hours of wife's work}$ |
| Nakamura, Nakamura and Cullen (1979) | Wives with no nonrelatives in household – CC | $H = \text{hours worked in survey week / hours worked in prior year}$  
$W = \text{annual earnings / H}$  
$R = \text{husband's earnings + asset income – tax-payable at zero hours of wife's work}$ |
| Nakamura and Nakamura (1981) | Wives – CC, USC | $H = \text{hours worked in survey week / hours worked in prior year}$  
$W = \text{annual earnings / H}$  
$R = \text{husband's earnings + asset income – tax-payable at zero hours of wife's work}$ |
| Rannen (1982) | Wives of husbands ages 30–50 (neither spouse self-employed or working piecework) – PSID | $H = \text{hours of work per week}$  
$W = \text{predicted wage, derived from selection bias-corrected wage regression (linearized)}$  
$R = \text{income other than earnings (linearized)}$ |
| Renaud and Siegert (1984) | Wives age 65 with husbands age < 65 and holding paid job – AVO | $H = \text{predicted net hourly wage rate derived from selection bias-corrected regression}$  
$R = \text{net weekly income}$ |
### Table 2.25 continued

<table>
<thead>
<tr>
<th>Study</th>
<th>Characteristics of sample</th>
<th>Construction of measures of $H, W, R$</th>
</tr>
</thead>
</table>
| Robinson and Tenen (1983)     | Single and married women reporting earnings on a per-hour basis ("hourly wage sample") or saying they were paid per hour ("hourly paid sample") — QLS | $H = \text{hours of work per week}$  
$W = \text{earnings per hour}$  
$R = \text{annual income of husband}$ |
| Rufield (1981)                | Wives working ≥ 8 hours per week, no other working family members except husband — BMRSBS | $H = \text{hours of work per week}$  
$W = \text{hourly wage, inclusive of overtime (if any) (linearized)}$  
$R = \text{nonemployment income + other family members' earnings (linearized)}$ |
| Schults (1980)                | Wives, husband not full-time student or in armed forces — SEO                             | $H = \text{hours worked last week \times weeks worked last year}$  
$W = \text{last week's earnings/last week's hours of work (adjusted for regional cost of living differences) (linearized)}$  
$R = \text{nonemployment income (linearized)}$ |
| Smith and Stelcer (1985)      | Wives age 20–54, not self-employed or family worker — CC                                  | $H = \text{hours in survey week \times weeks worked last year}$  
$W = \text{earnings last year/}H \text{ (linearized)}$  
$R = \text{net nonlabour income + husband's earnings (linearized)}$ |
| Seilker and Breslaw (1985)    | Wives age 20–54, Quebec residents, nonfarm, not new immigrant or full-time student or unpaid family worker or self-employed or permanently disabled — MDF | $H = \text{weeks worked in 1975}$  
$W = \text{earnings last year/}H \text{ (linearized)}$  
$R = \text{other family income (linearized)}$ |
| Trustem and Abowed (1980)     | Wives aged 25–45 who between age 12 and 30 delivered at least one child — NSFG            | $H = \text{annual hours of work}$  
$W = \text{hourly wage}$  
$R = \text{other family income}$ |
| Zabala (1983)                 | Wives age 60, not self-employed, with working husband age ≤ 65 and not self-employed — GHS | $H = \text{hours worked in survey week (in intervals according to value of marginal income)}$  
$W = \text{tax rate hourly earnings, net of taxes}$  
$R = \text{husband's earnings + unearned income}$ |

### Notes:
- AVO = Amstelvoormal Verduingingsbeheer Onderzoek, 1979, Social and Cultural Planning Bureau, the Netherlands.
- BMRSBS = British Market Research Bureau survey, United Kingdom.
- CC = Census of Canada, Statistics Canada.
- CES = Family Expenditure Survey, Office of Population Censuses and Surveys, United Kingdom.
- GHS = General Household Survey, Office of Population Censuses and Surveys, United Kingdom.
- NLS = National Longitudinal Survey, Center for Human Resource Research, Ohio State University.
- NSFG = National Survey of Family Growth, National Center for Health Statistics.
- PSID = Panel Study of Income Dynamics, Survey Research Center, University of Michigan.
- QLS = Quality of Life Survey, Institute for Behavioural Research, York University, Canada.
- TUS = Time Use Survey, Survey Research Center, University of Michigan.

"Linearized" indicates that budget line is linearized at equilibrium hours of work and equilibrium marginal tax rate; linearized wage rate denotes wage rate $M(1)$ — equilibrium marginal tax rate; linearized $R$ = height of budget line when budget line is projected from equilibrium hours of work back to zero hours of work using linearized wage rate.

### Table 2.26

Summary of labor supply estimates for women implied by results of selected studies of female labor supply.

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample, procedure used</th>
<th>Wage elasticity</th>
<th>Uncompensated</th>
<th>Compensated</th>
<th>Total-income elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Data for United States</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beckman (1976b)</td>
<td>White wives age 30–44:</td>
<td>Procedure IV</td>
<td>4.31</td>
<td>4.35</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>White wives age 30–44:</td>
<td>Procedure VI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 30–44:</td>
<td>Procedure II</td>
<td>1.14</td>
<td>1.17</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>Procedure III</td>
<td>Procedure III</td>
<td>2.83</td>
<td>2.91</td>
<td>-0.09</td>
</tr>
<tr>
<td>Schults (1980)</td>
<td>White wives age 35–44:</td>
<td>Procedure I</td>
<td>0.16</td>
<td>0.21</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>Procedure II</td>
<td>Procedure III</td>
<td>0.13</td>
<td>0.19</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>Procedure III</td>
<td>Procedure III</td>
<td>0.65</td>
<td>0.83</td>
<td>-0.18</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>Black wives age 35–44:</td>
<td>Procedure I</td>
<td>0.60</td>
<td>0.34</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Procedure II</td>
<td>Procedure III</td>
<td>0.42</td>
<td>0.41</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Procedure III</td>
<td>Procedure III</td>
<td>1.04</td>
<td>0.56</td>
<td>0.48</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 25–45:</td>
<td>Procedure VI</td>
<td>2.93</td>
<td>2.93</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(conditional) in weeks worked</td>
<td>Procedure VI</td>
<td>2.93</td>
<td>2.93</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(conditional) in weeks worked</td>
<td>Procedure VII(a)</td>
<td>2.93</td>
<td>2.93</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(conditional M)</td>
<td>Procedure VII(a)</td>
<td>2.93</td>
<td>2.93</td>
<td>0.45</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 30–44:</td>
<td>Procedure VI</td>
<td>2.26</td>
<td>2.26</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>Procedure VII</td>
<td>Procedure VII</td>
<td>1.47</td>
<td>1.47</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>Procedure VII</td>
<td>Procedure VII</td>
<td>14.79</td>
<td>14.79</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>Procedure VII</td>
<td>Procedure VII</td>
<td>4.47</td>
<td>4.47</td>
<td>-0.00</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 30–44:</td>
<td>Procedure VI</td>
<td>2.45</td>
<td>2.45</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>Procedure VI</td>
<td>Procedure VII</td>
<td>0.89</td>
<td>0.93</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>Procedure VI</td>
<td>Procedure VII</td>
<td>1.14</td>
<td>1.14</td>
<td>-0.05</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 30–44:</td>
<td>Procedure VI</td>
<td>2.10</td>
<td>2.18</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>Procedure VI</td>
<td>Procedure VII</td>
<td>0.85</td>
<td>0.68</td>
<td>-0.03</td>
</tr>
<tr>
<td>Cogin (1980a)</td>
<td>White wives age 30–44:</td>
<td>Procedure VI</td>
<td>0.85</td>
<td>0.68</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>Procedure VII</td>
<td>Procedure VII</td>
<td>0.85</td>
<td>0.68</td>
<td>-0.03</td>
</tr>
<tr>
<td>Nakamura and Nakamura (1981)</td>
<td>White wives age 35–39:</td>
<td>Procedure VIII</td>
<td>0.27</td>
<td>0.11</td>
<td>-0.36</td>
</tr>
<tr>
<td></td>
<td>Procedure VIII</td>
<td>Procedure VIII</td>
<td>0.31</td>
<td>0.12</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>Procedure VIII</td>
<td>Procedure VIII</td>
<td>1.39</td>
<td>0.58</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>White wives age 35–39:</td>
<td>Procedure VII</td>
<td>15.24</td>
<td>15.35</td>
<td>-0.11</td>
</tr>
<tr>
<td></td>
<td>White wives age 40–44:</td>
<td>Procedure VII</td>
<td>4.28</td>
<td>4.73</td>
<td>-0.45</td>
</tr>
<tr>
<td></td>
<td>White wives age 40–44:</td>
<td>Procedure VII</td>
<td>0.67</td>
<td>0.10</td>
<td>-0.35</td>
</tr>
<tr>
<td></td>
<td>White wives age 35–39:</td>
<td>Procedure VII</td>
<td>-0.34</td>
<td>-0.17</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td>White wives age 40–44:</td>
<td>Procedure VII</td>
<td>-0.89</td>
<td>-1.06</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>White wives age 35–39:</td>
<td>Procedure VII</td>
<td>-0.89</td>
<td>-1.06</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>(conditional ML)</td>
<td>Procedure VII</td>
<td>-0.89</td>
<td>-1.06</td>
<td>0.18</td>
</tr>
<tr>
<td>Ranson (1982)</td>
<td>White wives age 30–50:</td>
<td>Procedure VII</td>
<td>0.40</td>
<td>0.46</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>ML (conditional)</td>
<td>Procedure VII</td>
<td>0.40</td>
<td>0.46</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>ML (quadratic family def)</td>
<td>Procedure VII</td>
<td>0.40</td>
<td>0.46</td>
<td>-0.05</td>
</tr>
</tbody>
</table>
Table 2.26 continued

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample, procedure used</th>
<th>Wage elasticity</th>
<th>Total-income elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Uncompensated</td>
<td>Compensated</td>
</tr>
<tr>
<td>Hausman (1980)*</td>
<td>Black household heads - ML, fc.</td>
<td>0.05</td>
<td>0.16</td>
</tr>
<tr>
<td>Hausman (1981)*</td>
<td>ML, fc, cbc (ep, eh) (linear lsf)</td>
<td>0.91</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.91</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>female household heads</td>
<td>0.46</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.53</td>
<td>0.77</td>
</tr>
<tr>
<td>Moffitt (1984)</td>
<td>ML, cbc (eh) (linear lsf)</td>
<td>0.78</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>linear budget constraint</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>wage rate a quadratic function of hours worked; response to change in wage at sample mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>response to upward shift in entire budget constraint</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.43</td>
<td>n.a.</td>
<td>-0.28*</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>n.a.</td>
<td>-0.18*</td>
</tr>
<tr>
<td>Hausman and Roed (1984)</td>
<td>ML, cbc (eh) (lf yielding lsf's quadratic in wages)</td>
<td>0.76</td>
<td>n.a.</td>
</tr>
<tr>
<td>Kooreman and Kapsen (1984b)</td>
<td>first-stage ML for leisure times of husband and wife (eh), second-stage selection bias-corrected WLS regression of household dis (translating lsf)</td>
<td>0.27***</td>
<td>0.31***</td>
</tr>
<tr>
<td>Yatchew (1985)</td>
<td>Wives - ML, cbc (eh) (translating lsf)</td>
<td>0.47</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>Data for Great Britain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Layard, Barton and Zabalza (1980)</td>
<td>Wives age ≤ 60: No allowance for taxes: Procedure I (evaluated at overall means)</td>
<td>0.43</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>Procedure II (evaluated at workers' means)</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Procedure III evaluated at overall means</td>
<td>0.78</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>Procedure III evaluated at workers' means</td>
<td>0.44</td>
<td>0.61</td>
</tr>
<tr>
<td>Blundell and Walker (1982)</td>
<td>Wives - ML, lbc (family dis using Cpi, corrected for selection bias in requiring wife's H &gt; 0): Husband's H entailed: No children</td>
<td>0.42</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>One child</td>
<td>0.10</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Two children</td>
<td>0.19</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Husband's H raised: No children</td>
<td>0.64</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>One child</td>
<td>0.09</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Two children</td>
<td>0.30</td>
<td>0.11</td>
</tr>
<tr>
<td>Zabalza (1983)</td>
<td>Wives - ML (ordered probit analysis), cbc (ep) (CES dur)</td>
<td>1.59</td>
<td>1.89</td>
</tr>
<tr>
<td>Aruafu and Zabalza (1986)</td>
<td>Wives - ML (modified ordered probit analysis), cbc (ep) (CES dur)</td>
<td>2.03</td>
<td>n.a.</td>
</tr>
<tr>
<td>Ashworth and Uph (1981a)</td>
<td>Wives, husband &lt; 65: OLS - lbc (quadratic lsf)</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>to 0.21</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>ML - lbc: CES lsf</td>
<td>-0.19</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>restricted generalized CES lsf</td>
<td>0.57</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>generalized CES lsf</td>
<td>0.32</td>
<td>0.55</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Study</th>
<th>Sample, procedure used</th>
<th>Wage elasticity</th>
<th>Total-income elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wives, husband &lt; 65 (quadratic lsf):</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>OLS - lbc</td>
<td>0.43</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>ML - cbc (eh)</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>MD - cbc (eh, eh)</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Data for Canada</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nakamura, Nakamura and Cullen (1979)</td>
<td>age 30-34</td>
<td>-0.17</td>
<td>0.00</td>
</tr>
<tr>
<td>Nakamura and Nakamura (1981)</td>
<td>age 30-34</td>
<td>-0.20</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>age 40-44</td>
<td>-0.05</td>
<td>0.14</td>
</tr>
<tr>
<td>Nakamura and Kooreman and Kapsen (1984b)</td>
<td>Procedure VIII (lbc):</td>
<td>-0.27</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>age 30-34</td>
<td>-0.20</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>age 40-44</td>
<td>-0.05</td>
<td>0.14</td>
</tr>
<tr>
<td>Robinson and Tomes (1985)</td>
<td>Unmarried and married women: &quot;hourly wage&quot; sample: Procedure II (actual wage used in lsf)</td>
<td>-0.02</td>
<td>-0.22</td>
</tr>
<tr>
<td></td>
<td>Procedure II (instrument used for wage in lsf)</td>
<td>-0.05</td>
<td>-0.85</td>
</tr>
<tr>
<td></td>
<td>Procedure II (actual wage used in lsf; selection bias-corrected term, derived from probit analysis, included)</td>
<td>-0.23</td>
<td>-0.23</td>
</tr>
<tr>
<td>Smith and Stelcner (1985)</td>
<td>Unmarried and married women: &quot;hourly paid&quot; sample: Procedure II (actual wage used in lsf)</td>
<td>-0.09</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>Procedure II (instrument used for wage in lsf)</td>
<td>-0.04</td>
<td>-0.44</td>
</tr>
<tr>
<td></td>
<td>Procedure II (actual wage used in lsf; selection bias-correction term, derived from probit analysis, included)</td>
<td>-0.20</td>
<td>-0.20</td>
</tr>
<tr>
<td></td>
<td>Wives: Procedure VII (lbc):</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>age 20-34</td>
<td>0.08</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>age 35-54</td>
<td>0.08</td>
<td>0.14</td>
</tr>
<tr>
<td>Stelcner and Smith (1985)</td>
<td>Wives - ML (probit analysis), ep (FCHS data)</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>age 20-34</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>age 35-54</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Stelcner and Brelaw (1985)</td>
<td>Wives in Quebec: Procedure VIII (lbc): OLS with selection bias correction (with &quot;tax illusion&quot;)</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>OLS with selection bias correction (no &quot;tax illusion&quot;)</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>OLS with selection bias correction and &quot;tax illusion&quot;</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>OLS with selection bias correction and &quot;tax illusion&quot;</td>
<td>1.28</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>Data for Federal Republic of Germany</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frant and Kawasaki (1981)</td>
<td>Wives: Procedure VII</td>
<td>1.08</td>
<td>1.28</td>
</tr>
<tr>
<td>Frant (1981)</td>
<td>Wives: Modified Procedure VII</td>
<td>1.37</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td>Data for the Netherlands</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.26 continued

<table>
<thead>
<tr>
<th>Notes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>a = instrumental variable used for wife's work experience to allow for potential endogeneity of this variable.</td>
</tr>
<tr>
<td>** = elasticity of hours with respect to exogenous income (R).</td>
</tr>
<tr>
<td>*** = elasticity of leisure with respect to wage rate (uncompensated).</td>
</tr>
<tr>
<td>**** = elasticity of leisure with respect to wage rate (compensated).</td>
</tr>
<tr>
<td>***** = elasticity of leisure with respect to exogenous income (R).</td>
</tr>
</tbody>
</table>

All elasticities are evaluated at sample means (reported by author(s)) of entire population of women, or as reported (if available) directly by author(s). n.a. = not available (not enough information available to permit computation of elasticity). Total-income elasticity is defined in $W_{ij}/H_{ij}$, equal to the difference between uncompensated and compensated elasticity of labor supply with respect to own wage rate. All calculations use structural labor supply parameters and therefore refer to labor supply response of a given individual (as opposed to, e.g., calculations using expected value of labor supply such as the Tobit expected-value locus).

<table>
<thead>
<tr>
<th>Estimation technique:</th>
<th>Basis of specification:</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS = ordinary least squares</td>
<td>Gf = Gompertz polar form of expenditure function</td>
</tr>
<tr>
<td>GLS = generalized least squares</td>
<td>dsf = direct utility function</td>
</tr>
<tr>
<td>WLS = weighted least squares</td>
<td>isi = indirect utility function</td>
</tr>
<tr>
<td>ML = maximum likelihood</td>
<td>M = demand system</td>
</tr>
<tr>
<td>MD = minimum distance</td>
<td>lsf = labor supply function</td>
</tr>
<tr>
<td></td>
<td>fc = allowance for fixed costs of labor market entry</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatment of taxes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>b = linearized budget constraint</td>
</tr>
<tr>
<td>c/b = complete budget constraint</td>
</tr>
</tbody>
</table>

Error structure in the models:

2. Obtain predicted wage for all individuals from OLS estimates of wage equation using data on workers only; use predicted wage in OLS estimation of labor supply schedule with data on all individuals (nonworkers' labor supply set at zero).

II. Obtain predicted wage for workers from OLS estimates of wage equation using data on workers only; use predicted wage in OLS estimation of labor supply schedule with data on all individuals.

III. Obtain predicted wage for all individuals from OLS estimates of wage equation using data on workers only; use predicted wage in Tobit estimation of labor supply schedule with data on all individuals.

IV. Estimate wage equation by OLS using data for workers only; estimate reduced form labor supply equation using data on all individuals (with nonworkers' labor supply set at zero).

V. Estimate reduced form labor supply equation by Tobit, using Tobit estimates to compute a selection bias correction variable (inverse of Mills ratio); include selection bias correction variable in estimation of wage equation by OLS (or GLS, etc.); identify structural labor supply equation using reduced form estimates and estimates of wage equation.

VI. ML estimation of joint determination of wages and hours of work (extension of Tobit to simultaneous equation system). |

VII. "Hicks" for exactly identified labor supply function: estimate reduced form equation for labor force participation by probit; use probit coefficients to compute a selection bias correction variable (inverse of Mills ratio); include selection bias correction variable in estimation of wage and reduced form hours of work equations; identify structural labor supply equation using reduced form estimates and estimates of wage equation.

VIII. "Hicks" for overidentified labor supply function: estimate reduced form equation for labor force participation by probit; use probit coefficients to compute a selection bias correction variable (inverse of Mills ratio); include selection bias correction variable in estimation of wage equation; use estimates of structural wage equation to compute a predicted wage for working individuals; include predicted wage in OLS (or GLS, etc.) estimation of structural labor supply equation.
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much so that even the implied compensated elasticity is also negative in some instances. Similarly, Smith and Stelcner (1985) and Stelcner and Smith (1985) obtain uncompensated (and compensated) elasticities that, although positive, are very small in magnitude.

It is tempting simply to dismiss such results as mere anomalies, particularly because the procedures used in these studies differ in some potentially important respects from those adopted in prior work. The most useful evidence on female labor supply elasticities is likely to come from studies that conduct detailed sensitivity analyses, thereby highlighting the consequences of adopting different procedures for the same dataset. The one such analysis currently available is that of Mroz (1985), which offers some surprising and to those who heretofore thought that female labor supply elasticities were generally rather large—somewhat unsettling results that make it hard to dismiss out of hand results such as those of Nakamura et al.

Begin by considering the first line of Table 2.27, which summarizes results obtained by Heckman (1980) for data on white wives age 30–44 in the 1976 National Longitudinal Survey (NLS). The uncompensated wage elasticities shown there are higher (sometimes appreciably so) than those obtained by other authors, but they are certainly consistent with the notion that the uncompensated wage elasticity of female labor supply is greater than 0.50 or even 1.0.

The second and third lines of Table 2.27 present the results of Mroz's (1985) replication of the Heckman (1980) paper using the same variables and statistical procedures (and alternative definitions of annual hours of work) for a different dataset: white wives age 30–60 in the 1976 Panel Study of Income Dynamics (PSID). The elasticities are uniformly lower in Mroz's (1985) results than in Heckman's (1980), especially when work experience is treated as statistically endogenous. Adding new variables (number of children age 7 or older and wife's age) to the labor supply equation results in larger implied elasticities (again, especially when work experience is treated as statistically endogenous), as shown.

32For example, Robinson and Tones (1985) include both single and married women in their analysis, whereas most other studies of female labor supply have considered married women separately; and the studies by Nakamura and Nakamura (1981) and Nakamura and Cullen (1979) do not include an education variable in the labor supply function, whereas many other studies have such a variable. Finally, in both the Robinson-Tones and Nakamura et al. studies the labor supply function is overidentified (in the sense that more than one variable that does appear in the wage equation does not appear in the structural labor supply equation), whereas in most other work the labor supply function is exactly identified (in the sense that exactly one variable—usually, work experience—that does appear in the wage equation does not appear in the labor supply equation); hence Robinson-Tones and Nakamura et al. use Procedure VII, whereas much other work uses Procedure VIII (see Table 2.27 for definition of these terms).


34Recall the uncompensated elasticities shown in Table 2.26 that are implied by the results of other studies, e.g. 0.65 in Schult (1980); 1.14 in Cogan (1980); 0.65 in Cogan (1981); and 0.90–1.00 in Hausman (1981).
### Table 2.27
Uncompensated wage elasticities of married women's labor supply implied by alternative estimates of Heckman (1980) model.

<table>
<thead>
<tr>
<th>Procedure</th>
<th>IV</th>
<th>VII</th>
<th>IV*</th>
<th>VII*</th>
<th>VIIb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Heckman (1980) results</td>
<td>2.49</td>
<td>2.00</td>
<td>2.93</td>
<td>6.61</td>
<td>n.a.</td>
</tr>
<tr>
<td>Mroz (1985) replication</td>
<td>1.25</td>
<td>0.11</td>
<td>0.17</td>
<td>1.43</td>
<td>0.48</td>
</tr>
<tr>
<td>(white wives age 30-44, NLS)</td>
<td>1.33</td>
<td>0.22</td>
<td>0.24</td>
<td>0.62</td>
<td>0.63</td>
</tr>
<tr>
<td>original Heckman variables</td>
<td>1.51</td>
<td>1.09</td>
<td>1.75</td>
<td>1.68</td>
<td>1.60</td>
</tr>
<tr>
<td>H: definition 1</td>
<td>1.57</td>
<td>1.35</td>
<td>1.97</td>
<td>1.94</td>
<td>1.89</td>
</tr>
<tr>
<td>H: definition 2</td>
<td>*Instrumental variables used for wife's work experience and (when applicable) selection bias-correction variable ( \lambda ) (which includes wife's work experience) to correct for possible endogeneity of wife's work experience. *Instrumental variables used for wife's work experience in both labor supply function and (when applicable) estimation of probit equation for labor force participation (which is used in construction of selection bias variable ( \lambda )) to correct for possible endogeneity of work experience.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Definitions of hours of work:
- \( 1 = (1975 \text{ earnings})/(\text{hourly wage in 1976}), \text{ if available; otherwise, definition 2.} \)
- \( 2 = \text{weeks worked in 1975} \times \text{usual hours worked per week.} \)

Variables:
- Wage equation = education, years of schooling, years of work experience.
- Labor supply equation = years of work experience, years of schooling, husband's wage, nonlabor income, number of children age 6 or less.

New variables:
- age, number of children age 7 or more.

All elasticities evaluated at \( H = 1300 \) [approximate mean of hours of work of working women in Heckman (1980) and Mroz (1985) data]. Elasticities obtained as in Heckman (1980), by computing ratio of coefficient on experience variable in labor supply equation to coefficient on experience variable in wage equation (the latter is set at 0.015 in all calculations) and dividing the result by 1300.

For a definition of the statistical procedures used, see Table 2.26.
little or no evidence that the wife's work experience is statistically endogenous in the labor supply equation \textit{provided} selection bias is taken into account [e.g., by inclusion of a \( x \) variable in expressions such as (106)]; and (ii) the hypothesis of no selection bias in analyses of the labor supply of working women is rejected \textit{provided} the wife's work experience is included in the labor supply equation [so that ignoring selection bias, e.g., omitting the \( x \) variable in expressions such as (106), will generally lead to inconsistent estimates of labor supply parameters if work experience is included in the labor supply equation]. Conversely, (iii) if work experience is excluded from the supply equation, the hypothesis of no selection bias in the supply equation cannot be rejected; and (iv) if a selection bias term is excluded from the supply equation, the hypothesis that experience is exogenous in the supply equation is rejected. (Thus, the selection bias problem appears to manifest itself primarily through the work experience variable.) Finally: (v) the conventional Tobit specification of labor supply can be rejected in favor of the generalized Tobit ("Heckit") specification, \( 36 \) (106), with the former yielding inflated wage elasticity estimates relative to the latter; (vi) there is little or no evidence that "exogenous" income, \( R \) (defined to include husband's earnings and property income), is statistically endogenous; and (vii) correcting for taxes has a trivial effect on wage elasticity estimates, and has varying but generally small effects on estimated elasticities with respect to nonwork income.

Mroz also finds that estimated wage elasticities tend to be higher in exactly-identified labor supply functions than in overidentified labor supply functions, \( 37 \) and presents evidence favoring the latter kind of specification. Estimates of labor supply models that embody these findings (e.g., generalized Tobit estimation of overidentified labor supply equations, with or without allowance for taxes, but with correction for selection bias) generally imply a very low or even negative elasticity of labor supply with respect to wages, as shown in Table 2.28.

Six years ago, Heckman, Killingsworth and MaCurdy (1981, p. 108) commented that elasticity estimates obtained using recently developed econometric techniques had increased the mean of what might be called the "reasonable guessestimate" of the wage-elasticity of female labor supply. Work since then seems to have reduced the mean and substantially increased the variance of this

\( ^{36} \)The Tobit specification (in terms of Table 2.26, Procedures III, V or VII) implicitly assumes that hours of work vary continuously from zero (at a wage equal to the reservation level) to progressively larger positive amounts (at wages greater than the reservation level), with no jumps or discontinuities. In contrast, the generalized Tobit specification (in terms of Table 2.26, Procedures VII or VIII, sometimes called "Heckit") implicitly allows for a discontinuity in labor supply at the reservation wage such that hours worked are zero below the reservation level and some large amount above the reservation level. The latter approach has sometimes been characterized as a means of allowing for the labor supply discontinuities that may be induced by fixed costs of labor market entry. (For further discussion, see Copan (1980b) and Killingsworth (1983, exp. pp. 141–148.).

\( ^{37} \)See footnote 22.

### Table 2.28

Alternative estimates of uncompensated wage elasticity of wives' labor supply in Mroz's (1985) sensitivity analyses.

<table>
<thead>
<tr>
<th>Model</th>
<th>Estimated elasticity (standard error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure VIII (a) – no allowance for taxes</td>
<td>0.09 (0.17)</td>
</tr>
<tr>
<td>Procedure VIII (b) – no allowance for taxes</td>
<td>-0.02 (0.15)</td>
</tr>
<tr>
<td>with allowance for taxes (lbc)</td>
<td>-0.05 (0.15)</td>
</tr>
</tbody>
</table>

**Notes:**

- \( a \) = Variables in probit equation = age, education, exogenous income, number of children age (i) 6 or less, (ii) 5 or less, (iii) age 5–19, (iv) age 7–19, background variables (county unemployment rate, schooling of wife's parents, etc.), wife's experience, wife's experience squared, quadratic and cubic terms in wife's age and education.
- Variables in wage equation = same as probit equation.
- Variables in structural labor supply equation = logarithm of wife's wage, exogenous income, children (i) age 6 or less and (ii) 7–19, wife's age, wife's education.
- \( b \) = Variables in probit equation = as for (a), with addition of cubic and quadratic terms in husband's age and education, family property income (family income exclusive of spouses' earnings), logarithm of husband's average hourly wage.
- Variables in wage equation = same as probit equation.
- Variables in structural labor supply equation = same as for (a).

lbc denotes linearized budget constraint.

For definition of Procedure VIII, see Table 2.26.

All elasticities evaluated at \( H = 1300 \) = approximate mean of hours worked by working women in Mroz's (1985) sample; see Table 2.27.
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Regarding future research, we borrow from Samuel Gompers' characterization of union objectives, and advocate "more". Additional sensitivity analyses using a single behavioral specification, along the lines of Mroz (1985), will help identify some of the factors underlying the substantial diversity of elasticity estimates. However, as implied by our brief reference to life-cycle and/or cohort issues, studies based on alternative behavioral models — notably, life-cycle models, which have been used relatively little in empirical studies — are also likely to provide important insights. Penchev (Chapter 1 in this Handbook) is critical of the emphasis on mere calibration — as opposed to hypothesis testing — in studies of male labor supply; if only because female labor supply elasticities have been calibrated so imprecisely, most readers are likely to agree that his comments apply just as much to female as to male labor supply.
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