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HotzTran Update
Running HotzTran on a Unix Platform
and
Updatesto the Program

1. RunningHotzTran on Unix Platforms

For those wanting to use HotzTran on a SSC SUN platform at UCLA—or for those who
have downloaded and compiled the source code from the web'—you either issue the command:

htran.sun

for the regular-size version of HotzTran or:

htran.sun.big

if you need a bigger version for larger data sets. Upon invoking either of these commands, you will
see the following:

WELCOME TO UNIX (tm) HOTZTRAN

Version as of October 1998

COPYRIGHT (C) 1985, 1998 by Robert Avery and V. Joseph Hotz

Enter the file status (old or new) and file name for each of the files
to be used in response to the following prompts. Use the format

A3,1X,A40.

Input File =>

At the “Input File =" prompt, one needs to enter information about the file containing the
INPUT commands that HotzTran will process. In particular, one enters “o1d” because the input file
must already exist, followed by the name of the file, such as “htran.inp”. A copy of a sample
version of thisinput file is provided on the website.

One next sees the following prompt:

Data File =>

1Y ou can find the source code, User's Manual, and a sample HotzTran run on the website:

http://www.econ.ucla.edu/hotz/.

under “Econometric Software Available.”
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Atthe “Data File =>" prompt, one needs to enter information about the file containing the
DATA that HotzTran will process. In particular, one enters “o1d” because the data file must al-
ready exist followed by the name of the file, such as “htran.dat”. When first starting with
HotzTran, one needs to enter an ASCII or TEXT file containing the datain the FORMAT specified
in the INPUT file. A copy of a sample version of the data file that corresponds to the sample input
fileis provided on the website.

One next sees the following prompt:

Print File =>

At the “Print File =>" prompt, one needs to enter information about the file into which the
output of HotzTran will be PRINTED. If thisisto be a NEW file, i.e., afile that is not already on
created, one enters “new”. If the file aready exists and you wish to write over it, one can enter
“o01d”. One next enters the name of the file, such as“htran.pri”. A copy of a sample version
of this print file is provided on the website.

One next sees the following prompt:

Punch File =»>

At the “Punch File =" prompt, one needs to enter information about the file into which the
intermediate and fina set of coefficient or parameter estimates will be printed, or PUNCHED.
Again, if thisisto be aNEW file, i.e.,, afile that is not already on created, one enters “new”. If the
file aready exists and you wish to write over it, one can enter “o1d”. One next enters the name of
the PUNCH file, such as“htran.pun”. A copy of asample version of this punch file is provided
on the website.

One next sees the following prompt:

Save File =>

Atthe“save File =>" prompt, one needs to enter information about the file into which a BI-
NARY version of the data will be SAVED, IF thisis requested in the INPUT file. If thisisto be a
NEW file, i.e, afile that is not already on created, one enters “new”. If the file already exists and
you wish to write over it, one can enter “o01d”. One next enters the name of the SAVE file, such as
“htran.sav”. If a SAVE fileis created, one can use this file as the DATA file in subsequent
runs, so long as one specifiesin the INPUT file that the DATA file will bein BINARY format. (See
the HotzTran Manual for the appropriate INPUT commands for using BINARY datafiles.)

Finally, one sees the following prompt:

Is the data file formatted (YES/NO)? =>

This command isto be answered “yes” if one' sdatafileisan ASCII or TEXT fileand “no” if data
filebeing used isin BINARY format.

HotzTran Update u-2



After these commands have been entered, HotzTran will execute the INPUT file and create the
PRINT, PUNCH and, if requested, the SAVE files.

It is generadly easier when running HotzTran to create a file with these responses in a file,
“htran.run”, say, and direct the program to this file via “standard in.” For the example being
used here, this RUN file would have the following linesin it:

old htran.inp
old htran.dat
new htran.pri
new htran.pun
new htran.sav
yes

To exploit thisway of invoking HotzTran, one issues the following commands:
htran.sun.big <htran.run >&htran.log &

to invoke a BATCH run, where the output which would normally come to one’s screen goes into
thefile“htran.log”.

One Final Note: The HotzTran Program is “case-sensitive” when providing it with
input commands. The current code is setup so that all input commands documented in
the HotzTran Manual should be entered with LOWERCASE LETTERS and char-
actersand NOT UPPERCASE LETTERS as described in the manual.
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2. New Featuresin HotzTran

21 TheDOWNHILL SIMPLEX Optimizer in HotzTran:

The SIMPLEX method of Optimization is available in HotzTran. Using this method in
HotzTran may be particularly useful when you don’t have a good idea about starting values for pa
rameters.

Contained in HotzTran is a new subroutine called amoeba. This routine minimizes the func-
tion FO(XSIMP) where XSIMP is the NSIMP x 1 vector of parameters, by a downhill simplex
method of Nelder and Mead. It uses, within the routine, the matrix PSIMP whose NSIMP+1 rows
are NSIMP-dimensional vectors that are vertices of the starting simplex. [ The dimensions of PSIMP
are PSIMP(NSIMP+1,NSIMP).] The routine aso makes use of the vector YSIMP, which is of
length NSIMP+1, whose components must be initialized to the values of FO evaluated at the
NSIMP+1 vertices (rows) of PSIMP. Within the routine, it uses FTOL, the fractional convergence
tolerance to be achieved in the function value and the variable STPSIM which isthe initia step size
used to calculate the SIMPLEX from an initial set of starting values. On output, PSIMP and Y SIMP
will have been reset to NSIMP+1 new points all within FTOL of a minimum function value, and
ITER gives the number of iterations taken.

This algorithm is a modified version of the Downhill Simplex Method algorithm found in
“Numerical Recipes,” pp. 289-293. It was originally developed by Nelder and Mead, 1965, Com-
puter Journal, Vol. 7, p. 308.

To make use of the Simplex Method in estimation within HotzTran, several new options
have been created. All of these options are to be used on the MASTER CONTROL CARD in a
HotzTran INPUT FILE. The following are new options:

estima = 8 or 9 (Additiona values for the option estima)

While the estima is an existing option, it now has two new options. If estima = 8, the pro-
gram will ONLY use the Downhill Simplex Optimizer. If estima =9, the program will first
use the Downhill Simplex Optimizer and then automatically go into the Fletcher Powell
Optimizer. The latter option thus will enable one, in one run, to use the Simplex Optimizer
to get one good starting values and then continue with a gradient-based method while the
former option just uses the Simplex Optimizer to get good starting values and then stops.

slamb = number (entered in Fortran real* 8 form)

This number is the initial step size used to construct the simplex. It can be either a positive
or negative number. The program constructs a tetrahydron by adding the value of slamb to
each of the scaled (if scale=0) or unscaled (if scale=1) coefficients to construct the tetrahy-
dron. It may be useful when trying out different starting values for this method to vary slamb
(in absolute value and in sign) to search over the estimation surface. The DEFAULT is
slamb = 1.0.
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ssmp=0,1, or 2.

This integer controls whether the program writes the intermediate values of the full parame-
ter vector associated with the best vertex on the simplex to the usual punch file. If ssmp =0,
it DOES NOT write out the intermediate values at any iteration. If ssimp = 1, it writes the
coefficients at the FINAL Iteration. If ssimp = 2, the program writes out the coefficients at
each iteration. The DEFAULT is ssimp=0.

gtol = number

Again, thisis an existing option on the MASTER CONTROL CARD, namely the tolerance
for the size of the largest gradient when using either the Steepest Descent or Fletcher-Powell
Methods in HotzTran. When using the Downhill Simplex Method, the program will use the
gtol value for FTOL, the tolerance described above. The DEFAULT value for the gtol is
.00001. When using the Simplex Optimizer, | would set gtol = .001 on the MASTER CON-
TROL CARD so that you don’t bog down in trying to get this Optimizer to get you very
close to an optimum.

scale=0or 1

This option controls whether HotzTran scales the coefficients according to the starting val-
ues or not (scale=0 it scales and and scale=1 it does not). Y ou probably will have better luck
with setting scale=0 (the DEFAULT value). This is based on initial experiences with this
optimizer.

sigma=0,1,2,3, or 4

This option controls whether the variance of the equation error is estimated as a VARI-
ANCE or as its STANDARD DEVIATION. (See manual for full range of options.) When
using the Downhill Simplex Minimizer, YOU MUST ALWAY S USE sigma=0,1 or 3. If the
Minimizer tries to set these equation error STANDARD DEVIATIONS to negative values,
the program will take their absolute values and proceed. In general, initial experience indi-
cates that this optimizer may have difficulty in estimating equation error standard deviations.
The user needs to be cautious when using this method on such models.

rho=0,or1

This option controls whether the inter-equation error correlations or covariances are, in fact,
estimated as correlations or covariances. If rho=0, they are estimated as correlations and if
rho=1, they are estimated as covariances. Always set rho=1, i.e., estimate them as covari-
ances. This is necessary because it is not possible to constrain this optimizer from trying
values for correlations outside -1 to 1. It might be advisable to initially ignore the inter-
equation error correlations and use this optimizer to get you decent starting values for the
other parameters and then use gradient methods (Steepest Descent or Fletcher-Powell) in a
subsequent run.
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When using this optimizer, the program is currently setup to deal with problems in which
the total number of parameters being estimated, both restricted and unrestricted, is less than or equal
to 700, and the number of unrestricted parameters is less than or equal to 600. If your problem ex-
ceeds this amount, you will have to make the following modifications to the HotzTran code.

(1) In the dimension statement below, set the dimension of iplace( ) to a value exceeding the num-
ber of total (restricted and unrestricted) parameters used in the problem.

(2) In the double precision statements below change the 200 and 201’s to values, k and k+1, where
k exceeds the number of unrestricted parameters in the particular problem. Also set the variable
INSIM =k in the code of the subroutines AMOEBA and SHRNK.

2.2 MASTER CONTROL CARD OPTION to Check Hotztran’s Analytic First Derivatives

Using the estimation option estima=8 and an additional option, a user can have the program
calculate numerical first derivatives along with those which have been programmed within Hotz-
Tran. This additiona MASTER CONTROL CARD Option is numer. This option is particularly
useful to check analytic first derivatives provided by users with either of the two options noted
above. To check first derivatives, the user specifies the following commands:

numer = 0,1.

This integer controls whether HotzTran will printout a comparison between the program’s
gradients (which are calculated explicitly) and the gradients calculated NUMERICALLY.
This option is to be used to test whether programmed gradients (in User-supplied routines)
are correct. If numer=0, HotzTran does NOT do atest of numerical derivatives; If numer=1,
HotzTran only does a calculation of the numerical and programmed derivative, prints out
both sets of derivatives, and then stops. The DEFAULT setting is numer=0. NOTE that
when using numer=1, one should ALWAY S set:

estima=8

itera=1

scal=1

slamb= (small number, e.g., .001 or lower [Slamb is the PERCENTAGE perturbation in the
parameter used to calculate the numerical deriva-
tive]

CAUTION: If the parameter values one is using to evaluate the gradients are such that the gradients
are numerically close to zero (as would be the case if the parameters were those associated with an
optimum), one may find that some of the numerical and programmed gradients do not agree. One
may have to set slamb closer to zero (.000001) to accurately calculate numerical derivatives. Even
this may not eliminate the discrepancies, which are do to impression in numerically- evaluated gra-
dients. An adternative strategy is to change the parameter values used to evaluate the gradients
dightly so that they are not so close to zero.
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3. Known Bugsin Hotztran

1. Currently, the options within HotzTran that run Multinomial and Conditional Logits do not
work. If you need to run such models, try the packages SST or LIMDEP. Both are available on
the system.

2. The option “start=2" used with “model=probit” whenever one is using a model specification
which involves estimating a correlation (intertemporal or across equations) does not work cor-
rectly. The only starting values that are incorrect are those for such correlations; the other pa-
rameters are reasonable. The User will have to get starting get starting values for the correla-
tions (pick values close to but not exactly equal to zero) and use the “start=0" option for now.

3. On the DATA CONTROL CARD(S), always set the “print” option to a value greater than O,

even when you don’t want descriptive statistics. For some reason, the program will not read the
data correctly unlessit first calculates the descriptive statistics.
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1. INTRODUCTION

HotzTran is a FORTRAN based statistical package which is designed to estimate discrete
choice, limited dependent, and linear and nonlincar regression models where the models may
consist of a system of one or more equations. One of the main features of the package is
that it can be used to estimate models applicable to panel data, as well as models specified for
cross—sectional data. In panel data contexts, the package will estimate parameters for models in
which equation disturbances have very general serial correlation properties.

The package allows one to estimate equations from a fairly large class of nonlinear func-
tional forms (including implicit functions) by simply supplying the package with the form of
the equation. Furthermore, the package allows one (o ecasily impose linear and nonlinear
restrictions on parameters both within and across equations as well as between equation coef-
ficients and elements of disturbance covariance matrices.

Finally, the package allows the user several options in empirical analysis. They are: (1)
the option to utilize alternative schemes to improve the asymptotic efficiency of estimators, (2)
the option to perform hypothesis tests of coefficients., overall model fit and the "exogeneity"”
of certain variables with respect to equation disturbances, and (3) the option to receive a num-
ber of "diagnostics” about the fit of the model and of the iterative optimization procedure
used in estimation.

The package consists of 3 components: the main program, which is referred to as
HotzTran throughout the manual, and two subprograms, MinReg and ConTim which allow es-
timation of additional statistical models described below, are nested within the main HotzTran
package, and utilize the data handling and command language set up in the program. The
package can be utilized to estimate the following types of models.

1. Models Estimable within the Main Component of the Hotztran Package
a. Single equation models with cross—sectional data:

e Regression Models

e Probit Models

e Tobit Models (with a single or double bound)
e Logit Models

e Truncated Variable Models

e Nonlincar Regression Models (nonlinear in either the parameters and/or
the variables)

e Nonlinear Implicit Function Models (i.e., f(x.4) = ¢)

e Weighted estimation where the log-likelihood is weighted by a specified
variable

e Regression, Implicit Function, Probit, Tobit, Logit, or Truncated Dependent
Variable Models subject to Linear or Nonlinear Restrictions on Parameters
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* Regression, Implicit Function, Probit, Tobit, Logit, or Truncated Dependent
Variable Models with complex or unspecified (with regressions) heteros-
kedastic error structures

b. Multiple Equation Systems with Cross—Sectional Data:

e Mixtures of Regression, Tobit, Logit, Truncated Dependent Variable and
Implicit Function Equation Models which may be Linear or Nonlinear in
the parameters and/or explanatory variables

e Simultaneous Equation Sysiems

e Consistent parameter estimation while ignoring inter—equation error
covariances yet with correct standard errors

e Estimation of muiltiple-equation systems with full error covariances or with
a single factor loading error structure

e Equations Systems which contain both within and across equation Linear
and Nonlincar restrictions on coefficients and/or on e¢lements of distur-
bance variance—-covariance matrix

e Sclection Models in which one equation determines the censoring on the
other equations

¢. Models (either Single or Multiple Equation) with Panel Data:

o Consistent parameter estimation of all model forms cited above for Single
and/or Muliiple Equation Models with Cross-Sectional Data can be ob-
tained without taking explicit account of inter-equation or inter-time
period error covariances, but with correctly estimated parameter
covariances

e Fixed effect models
o Random effects models for temporal error covariances
e First order autoregressive models

d. The package can also estimate the following more specialized types of models:

e MIMIC (Multiple Indicator, Multiple Cause) Models in which some or all
of the indicators are dichotomous or limited variables

e Instrumental variables (IV) Estimates can be obtained for virtually all
model forms cited above for Single and/or Multiplc Equation Models with
Cross-Sectional Data above, where the instruments can be variables left
out of equations or values of variables from other ltime periods. Estimates
can use "optimally weighted” instruments, and all standard error calcula-
tions will be correct

e Non-linear instrumental variables (NIV) for all the same models forms
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2. Models Estimable within the Subprogram MinReg of the Hotztran Package

a. Simple moment-based linear regressions can be estimated via Least Squares)

3. Models Estimable within the Subprogram ConTim of the Hotztran Package

a. Logistic and Probit choice models can be estimated including:

Unordered multiple choice logistic models including conditional logit and
multinomial logit

Three—choice unordered probit models

Ordered logistic and probit models

Poisson Regression models

Discrete markov models

Such models can be represented as linear function of exogenous variables,

i.e., x'f or, alternatively, in terms of a wide class of non-linear functions
of the x’s, i.e., g(x.f) in place of x'p, which are specified by the user

b. Continuous Time Markov and Semi-Markov (proportional hazard) models can
also be estimated including:

The HotzTran package contains data handling features typically found with similar
software. Raw data can be read in a number of different ways with a full range of internal
available. Missing data codes can be used and a variety of printed output is
available. Data can also be selected for specific runs in a number of ways including ranges of
time periods or cross—sectional units or selection by values of variables.

transformations

Two-state failure time models

Multiple State Models with separate hazard functions for all possible tran-
sitions

Three forms of duration dependence (Weibull, Gompertz, and, the Box-
Cox flexible form) including interactions between duration dependence
parameters and exogenous variables

Hazard functions are all allowed to depend upon time-invariant and time-
varying exogenous variables

Hazard functions are allowed to depend upon an individual specific source
of unobserved heterogeneity which is assumed to have a gamma distribu-
tion

The hazard functions for such models can be represented as linear func-
tion of exogenous variables, i.e., x'# or, alternatively, in terms of a wide
class of non-linear functions of the x’s, i.e., g(x.4) in place of x'A, which
are specified by the user

systems the inclusion criteria can differ by equation.

In multiple equation
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A number of options are available to control the estimation process. The convergence
criteria used for models requiring iterative solution can be altered easily. Similarly input or
"regression run" starting values can be used for such runs and parameter scaling for conver-
gence accuracy is available. Residuals can be printed as can the covariance matrix of estimated
parameters. Over—identifying restrictions can also be tested.

HotzTran is designed to be run batch, yet a free form format allows input files to be
set up fairly easily. Print output can be either 132 character or 80 character for terminal
monitoring.  Instructions to the package are read in with alphanumeric "commands”. Most
commands have built in defaults so only a minimal number need be explicitly specified for a
run. Commands can be entered in virtually any order. Variables specified can be referred to
either by name or number. Nonlinear equations, variable transformations, and parameter
restrictions are specified in ecasy to construct forms similar to FORTRAN statements. There is
also an error—handling procedure which will catch and label most program errors.

In the next chapter, we briefly discuss the basic model forms and data handling features
available in HotzTran. In Chapter 3, we describe in detail the commands used to run
HotzTran. In Chapter 4, we offer a brief discussion of Instrumental Variables (IV) Estimation
Techniques available in HotzTran, estimation with sample selection, MIMIC, and non-linear
regression models. In Chapter 5 we provide a number of examples of the commands for run-
ning various specifications. In Chapter 6 we describe the commands for the regression sub-
program MinReg. Chapter 7 provides an overview of the choice and continuous time models
estimable in subprogram ConTim and the commands nceded to execute them. In Appendix 1,
we give a list and description of error messages which are generated by HetzTran. Appendix
2 provides a brief description of the numerical minimization procedures used in HetzTran.
Appendix 3 describes the changes to the package that will have to be made for system adap-
tation. And Appendix 4 describes how to run HetzTran on several different systems (IBM,
DEC-20 Tops and VAX/VMS systems).

Because HotzTran offers a number of options which may be relevant for only a small
subset of applications. first-time users may find the length of the manual an imposing barrier
to use. Scveral suggestions may help. If installing a new version of HotzTran users should
refer first to Appendix 3 which describes internal changes which may be necessary for program
adaptation. Appendix 4 should also be consulted for examples of run JCL and/or command
structure. First—time users of systems which are already up and running may find it most use-
ful to first skim the examples of Chapter 5. These illustrate the use of options which will
apply to most Hotztran runs. Detailed followups of specific options and models can then be
sought in Chapters 3 and 2 respectively.
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2. AN OVERVIEW OF THE MAIN FEATURES OF HotzTran

In this chapter, we present an overview of the major features of HotzTran. We defer
until Chapters 6 and 7 discussions of the features of the subprograms, MinReg and ConTim,
respectively.  In the first section we briefly present the functional or model forms estimable.
This is followed in the next section by a presentation of the available methods of model es—
timation and specification of equation error structures. We provide a separate discussion of
instrumental variables estimation, a particular focus of the program. Finally, we conclude with
a discussion of program data handling and output specifications. Throughout this chapter, we
refer to program commands used to implement procedures with capital letters.

2.1. Functional Forms

A large sct of functional (or equation) forms can be estimated with HotzTran. These in-
clude most of what have been termed "limited dependent variable" models. These include
probits, Tobits, double Tobits, truncated regressions, binary logits, as well as more traditional
regression models. Detailed descriptions of these model forms can be found elscwhere.
Howcever, in the section that follows we give a brief outline of each model as used in
HotzTran.

2.1.1. Regression Model

By specifying the command MODEL = REGRES, HotzTran can be used to estimate the
standard regression model of the form:

<o

1

‘Vil X:'lﬂ * it (2'1'1)

where y, is the observed dependent variable for individual i as of time period t, X, is a vec—
tor of ecxplanatory variables and the 4’s are stochastic disturbances. HotzTran can also be
used to estimate nonlinear regressions of the form:

v, = sz, B+ 5, (2.1.2)

Note that the error term must be additive, but the equation can be nonlinear in the Xx’s
(NONLIN) or the g's (RESTRI). Furthermore, it is not necessary to specify a dependent vari-
able allowing the cstimation of implicit functions. Nor is it necessary to assume that all of
the elements of x, are exogenous variables. With the command MODEL = IMPLICIT equa-
tions of the following form can be estimated:

g, B =35, (2.1.3)
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where g*( ) is a nonlinear function of the vector X, some elements of which are endogenous
variables, and the unknown vector A. Assuming that A is identified, the program will estimate
this parameter vector via instrumental variables (IV) or. if one assumes that the vector § is
normally distributed, via ML.

When linear regressions are specified. HotzTran will use moment matrices in estimation
whenever possible. This is not possible with non-linear or implicit function models, which re-
quire iterative solution methods summing over individual observations.

In situations where the users is only interested in doing linear regressions for single equa-
tions, i.e.. not as part of a system of equations. the subprogram MinReg can be used. It es—
timates linear regression models via lLeast Squares and is particularly convenient when the users
is running many models with the same dependent variable but alternative sets of independent
variables. Sce Chapter 6 for a discussion of this subprogram.

2.1.2. Probit Model

The binary probit model (MODEL = PROBIT) can be represented in several different
ways. One view is that the conditional expectation of an observed binary (0/1) dependent
variable is given by a probit (cumulative normal) transform of a linear function of a set of
exogenous X variables. An alternative view, and one adopted throughout this manual, is 1o
postulate the following latent structure:

y,=xp+8, (=12 . N, (t=12.,T (2.1.4)

where the i script indexes the individual of a cross—section and the t subscript indexes the time
period in the available panel data set. x, is a k dimensional vector of observed right-hand
variables, ¢, is an unobserved disturbance, 4 is an unknown parameter vector, and y':l is a
conlinuous dependent variable not directly observed by the econometrician. Note, that this
specification assumes a panel data set, since many of the particular features of HotzTran focus
on panel data, although this specification is not necessary. Although 3:1 is not observed, the
econometrician does observe a censored (or limited) variable which we denote by Yy, Where:

1if y, 20
Yi o (2.1.5)
0ify <O

A number of different assumptions can be made regarding the distribution of the 4’s and the
x’s. It is generally assumed that the §’s are stochastically independent of the x's. Furthermore,
since the y;';’s are unobserved there is generally an arbitrary scaling to the probil equation. A
common assumption, and the default for HotzTran (although it can be over-ridden by the
command SIGMA), is to scale the ¢’s to a variance of one. Finally, the §’s are assumed to
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be multivariate normally distributed with several options available as to their joint distribution
(see the next section). Given these assumptions the conditional expectation of the observed
zero or ome y,’s given Xx, is:

Ely, |x,J = Prio >-x:8,} = F(x!8) (2.1.6)

where F( ) is the cumulative normal distribution function. Note that the conditional expec—
tation can also be viewed as the probability that y, = 1. If the ¢’s are independent over time
and across people (i. i. d.) then the sample likelihood that y, = 1 is given by F(x!p) and the
likelihood that y, = 0 is [1-F(x!4)}]. This model can be also characterized as a nonlinear
regression mode! by noting that:

L= Fxrp) + 6] (217

1 L

y

Finally, the program allows one to consider specifications in which the index function, i.e.,
equation (2.1.4). is expressed as a nonlinear function of x and A plus an additive disturbance.
That 1s:

v, =gk, B+ 6, (2.1.8)

Thus a general class of nonlinear function, g(xn, A), can be substituted for the linear function

xi'llB'

As detailed in the next section, there are a number of different variations of the basic
probit model which are available in HotzTran. These particularly pertain to the joint distribu-
tion of the §'s and affect the estimation strategy employed. Besides distributional variations, it
is also possible to model x'A as non-linear in either the x's or the g's (NONLIN or RESTRI).

2.1.3. Tobit Model

The Tobit model (MODEL = TOBIT) is very similar to the probit model, and indeed can
be represented as also based on equations (2.1.4) or (2.1.8). However, the outcome variable, y
that the econometrician observes is of the form:

*

Sy Ty M, |
Y, = o (2.1.9)
M, if y, = M,

1t 11

where M, is an obscrvable lower masspoint which may vary from observation to observation.
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Note that one can also consider this same model with M, being a upper bound masspoint (see
DEP). Like the probit model, we maintain the assumption that ¢ is multivariate normal with
mean zero but since the y''s are sometimes observed, the probit arbitrary scaling of unitary

error variances is generally not necessary. Given these assumptions, the expectation of y, given
it is above the masspoint is:

f(IM, -x, ' 81/ o)
E(y |[M -x'f<5) =X "4+ o (2.1.10)
W ARG T 1-F(IM, ~x. * 81/ )

where o is the equation error standard deviation, f( ) is the standard normal density function,
and F( ) is the cumulative normal distribution function. The probability of observing Vi at
the lower masspoint is F(IM, -x'4#1/0) while the probability of observing y, = yl'l is
1-F(IM,-x'81/0). 1f observations are i.i.d., the sample likelihood for a non—masspomt obser—
vation 1s f([y,~x'#1/¢)/¢ and for masspoint obscrvations, the sample likelihood is
F([M, -x',&]/o) As in the case of the probit model, a number of different options can be

used to estimate the Tobit model, which are detailed in the next section.

Like the linear regression model, HotzTran will use cheaper moment matrix calculations
when estimating Tobit models. These can be used if y" is linear in the x's, and involve mo-
ment calculations only of the non-masspoint observations.

2.1.4. Double Tobit Model

This model is invoked by the command MODEL = DBLTOB. It is similar to the Tobit
mode! in that the equations (2.1.4) or (2.1.8) continues to hold. Now, however, the oulcome
variable. y, that the econometrician obscrves is:

0 ify, >0
y, = y: if M, < y;* <0 (2.1.11)

M, iy, <M,
so that there is a double truncation point, one from above and one from below. Note that we
can also consider the case where M, 1s a upper masspoint and O is the lower masspoint.
Characterization of the expectation for y in the region in which y, is continuous and of the
probability of observing y, in that reglon as well as the probabilities of observations being at
the upper or lower masspoints is exactly analogous to the Tobit model outlined above. The
expectation of y  given it is not at either masspoint is:
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f(IM, ~x, ' 81/ 5) - £([0-x ' 51/ 0)
R(L0-x ' 1/ ) ~ F(IM ~x ' 81/ 0)

B, ly, = y) =%, 8+

(2.1.12)

where o, (), and F( ) are defined as before. The probability that y, will be at the lower
masspoint. M. is F([M“—xi"ﬂ]/ o). The probability that y, Wwill be at the upper masspoint, 0,
is 1-F([0-x'41/0), and the probability that y, will be at neither masspoint is one minus the
two masspoint probabilities. The sample log-likelihood for the non-masspoint observations is
the same as the regular Tobit model, and for masspoint observations is equal to the log of the
masspoint probability.

2.1.5. Truncated Dependent Variable Regression Model

In the Truncated Regression Model (MODEL = TRUNCATE), again we use equation
(2.1.4) or (2.1.8) but now the outcome variable, y, that the econometrician observes is:

y, =y if ¥t > M, (2.1.13)

Yt

while if yfl < M,. we do not observe y at all. (As above we can also consider this same
model with M, being a upper bound masspoint.) Identical assumptions are made as with the
Tobit model regarding the distribution of the §'s. The expectation of y  given it is in the
sample is identical to the conditional expectation of a Tobit dependent variable given it is not
al a masspoint:

f(IM, x, ' 81/ o)
“1-F(IM %, 1/ 0)

E(yillMi(—Xix'ﬁ < 3n) = xi['ﬂ + (21.14)

where o, f( ). and F( ) are defined as before, with 1-F([M -x'B1/¢) being the conditional
probability of the observation being in the sample. If observations are i.i.d., the sample
likelihood of an observation is [f([y -x'81/0)/o1/{1-F(IM,~x;!$1/0)]. With a few excep-
tions, estimation of this model proceeds in exactly the same way as that outlined for the Tobit
model. There are, though, some limitations on the types of underlying disturbance structures
for which consistent estimates of parameters can be generated by the procedures available in
HotzTran. These are detailed in the next section.

2.1.6. Logit Model

The logit model (MODEL = LOGIT) assumes that §, in equations (2.1.4) or (2.1.8) has a
Weibull or extreme value distribution. Then the conditional expectation that y, = 1 is:
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1

Pos 5 (2.1.15)
Lrexp(-x, ' )

where f° = p/o and where the expectation that y, = 0 is just 1 - P,. The likelihood is
formed identically to the expectation. Like the probit model, ¢ is normalized to one and not
estimated by HeotzTran (this cannot be overridden with Logit). As with the Truncated Regres—
sion model, therc are some limitations on the error distribution assumptions and estimation
procedures that can be used with a logit specification.

2.2. Equation Error Structures and Estimation Methods

HotzTran can be used lo compute Maximum Likelihood (ML) estimators under a num-
ber of different assumptions. Each of the model forms mentioned previously (probit, Tobit,
logit, truncated, regression, double Tobit) can estimated with ML. The critical consideration in
determining the feasibility of ML is the data pattern. Four different data patterns are pos—
sible: (1) single—equation/non-panel data; (2) single-equation/panel data (multiple time periods);
(3) multiple-equation/non-panel data: and, (4) multiple-equation/panel data. ML models can
be estimated for each of these data patterns but different specifications and/or assumptions
will be required. In a number of cases, "pscudo-ML" estimators can also be computed which
will not be fully efficient but will be consistent and will have correct standard errors. Below
we briefly outline the ML (and pseudo-ML) estimators available.

2.2.1. Multiple-Equation/Non-Panel (Single Time Period or Pure Time Series) Data

If it is assumed that observations are independent (as seems reasonable with cross-sectional
data) then ML estimates can be computed with option TYPE = 1. These estimates will be the
standard single—equation i.i.d. ML estimates normally seen for models like probit etc. For
regressions the computed estimates will be least squares estimates. The sample likelihood max-
imized is the 1i.i.d. likelihoods given in the previous secltion on models estimable with
HotzTran. In all cases ML estimates of both the parameter vector and equation error
variances will be computed. Observations need not be identically distributed, as it is possible
to have error variances vary by observation. This specification requires the use of the NONLIN
= 1 option.

With a pure time series, correct parameter estimates can be computed for most models
with TYPE = 1 even if equation errors are correlated. In most instances, however, these es—
timates will not be ML and the parameter standard errors printed will not be correct without
adjustment. The program will compute correct standard errors in these cases if errors have a
stationary covariance matrix given by a moving average process of a limited order, t, known to
the user. The correct standard errors can be invoked by the commands PSTAN = 1 and
MAVER = t.
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2.2.2. Single-Equation/Panel Data (Multiple Time Periods)

The critical consideration with panel data is what assumptions are made about the dis—
tribution of the disturbance vector, &, or in some cases §, for a cross=-sectional unit, par-
ticularly its covariance matrix, 2.

If one assumes that X is diagonal, then the program can generate ML estimates of those
clements and of the parameter vector, A, using the TYPE = 1 option (similar estimates can be
computed with TYPE = 3 as well). This assumption is equivalent to the assumption that ob-
servations are independent over time. However, even if observations are not independent over
lime, i.e. X is not diagonal, option TYPE = 1 can still be used. However, estimators will no
longer be ML (sec Chapter 4 for a more extensive discussion of this), although they will be
consistent. The option PSTAN = 1 will produce correct standard errors of the estimators un-
der general conditions for the error correlations (see MAVER).

Whenever panel data systems are cstimated under the assumption that errors arc scrially
uncorrelated (TYPE = 1 or TYPE = 3), it is also possible to compute consistent estimates of
the inter—time error covariances {or correlations). This is done with the option TCORR = 1
(or 2 or 3). These estimates are computed by maximizing the conditional likclihood of each
element of X given the coefficient vector which is previously estimated. These estimates will
not be ML since the coefficients and error disturbance structure are estimated sequentially, not
concurrently. They will however be consistent and the program will print the correct standard
errors.

There are several options available in HetzTran which may make the assumption of inter—
temporal error independence more palatable. The program transformations make it easy to in-
clude time dummies for each time period, for example. It is also possible to adjust variables
to "deviations about their cross-sectional means" using the TIME VARIATION CARD.
Another similar aliernative is a fixed effect model. This specification is equivalent to adding
a separate intercept term for each cross-sectional unit. Alternatively, it can characterized by
specifying the disturbance term, ¢, as:

5. = w +u 2.2.1)

where w, is a fixed constant which can be different for each individual. Tt is implemented by
the command FIXED = 1 and can be used for all functional forms with TYPE = 1 or TYPE
= 3. Note though, that this option does require variation over time in the dependent variable
for probit, logit, Tobit, and double Tobit models. Program standard error calculations will not
be quile correct with fixed effect models, as they will not take full account of the correlation
between the fixed effects and other independent variables.

ML estimates with panel data can also be computed under the assumption that the error
covariance structure can be described by a random effects specification. In this structure, we
assume that §  can be written as:

§ =v. +u (2.2.2)
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wpere v agd u are random disturbances independently and normally distributed with variances
o. and ¢, respectively. This specification is equivalent to the assumption that the off-
diagonal elements of X are equal (equi-correlated). This specification can be implemented
using the TYPE = 2 and RANDOM = 0 options. The actual estimation procedure used utilizes
a hermite integral approximation of the type describe by Butler and Moffitt (1981). It cannot
be used with logit or truncated, however. Note that unlike TYPE = 1, these estimators will

generally not be consistent unless the error covariance structure truly is equi—correlated.

ML estimators can also be computed with single-equation panel data under the assumption
that the serial corrclation is characterized by a first order autoregressive structure. Such a
specification arises under the situation where ¢ has the following structure;

= 5 +u (2.2.3)

where p is a constant parameter taking values between 0 and 1, and the u's conlinue to be in-
dependently and normally distributed. This specification can be implemented using the option
TYPE = 2 and RANDOM = 1. It cannot be used with logit or truncated. Like the equi-
correlated case, estimates will generally be consistent only when the first order autoregressive
assumption is correct. When there are only two lime periods, the autoregressive and random
effects estimates will be the same and both will always be ML.

2.2.3. Multiple-Equation/Non-Panel Data (Single Time Period or Pure Time Series)

The critical consideration with multiple-equation systems is what assumptions are made
about the cross—equation error covariances.

If onc assumes that errors are uncorrelated across equations, then the program can
generate ML estimates of coefficients and error variances using the option TYPE = 1. This
option allows equations to be estimated jointly, hence cross—equation parameter restrictions im-—
posed. Even if cquation errors arc not independent, option TYPE = 1 can still be used.
However, estimators will no longer be ML (see Chapter 4), although they will be consistent.
By using the option PSTAN = 1 (and MAVER with a time series), the program will generally
also compute correct estimates of the paramecter standard errors. Whenever multiple-equation
systems are estimated under the assumption of uncorrelated equation errors (TYPE = 1 or
TYPE = 3), it is also possible to also compute consistent estimates of the cross—equation error
covariances {or correlations). This is done with the option ECORR = 1 (or 2 or 3). These
estimates are computed by maximizing the conditional likelihood of each cross-equation error
covariance term given the coefficient vectors which are previously estimated. These estimates
will not be ML since the coefficients and error disturbance structure are estimated sequentially,
not concurrently. They will however be consistent and the program will print the correct
standard errors.

ML estimates for two-equation systems with correlated errors can be computed with the
option TYPE = 4. ML estimates are computed for the coefficient vectors, both equation error
variances, and the equation error covariance (or correlation). These bivariate ML estimates can
be computed with any two—equation system except those involving logit or truncated equations.
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Even with more than two-equations, the TYPE = 4 option can be used. However, estimates
will generally not be ML, although they will be consistent. The program will also compute
correct standard errors. Estimates will be computed not only for parameter vectors, but for
elements of the cross-equation error covariance structure as well.

ML estimates can also be computed whenever the cross—equation error disturbances can be
described by a single factor analytic specification. In this case, if the disturbance for in-
dividual i's k" equation is ¢, , the factor analytic model implies the following structure on
these disturbances:

S, = vV, tu,. (k=lL..K) (2.2.4)

1k

where y is the factor loading on the single factor v, for the k" equation. In this specifica-
tion we assume that the v’s are normally distributed, independently of u, and with variance
equal to one and that the u’s are independently and normally distributed with variance ai.
This specification can be implemented using the option TYPE = 2 and RANDOM = 2. The
estimation procedure is identical to that of the random effects model. This option cannot be
used with logit or truncated. Note again, that estimates will generally not be consistent unless
the factor analytic assumption is correct. It will yield the same estimates as TYPE = 4 when
there are only two equations. Finally, note that it generally is necessary (o normalize at least
one parameter loading (say for equation one) in order to estimate the model.

2.2.4. Multiple-Equation/Panel Data (Multiple Time Periods)

Any specification that can be implemented for panel and/or multiple-equation systems can
be implemented when both are present. However, when implementing any complicated inter—
temporal ML procedures (random effects or first order autoregressive) it will be necessary to
assume that cross—equation errors are uncorrelated for ML (or utilize quasi-ML procedures
which ignore the correlations). The program, however, will correctly adjust standard errors to
account for the fact that there are multiple equations. Inter—equation error correlations can
still be computed (ECORR > 0) averaging over all time-periods.

Similarly, when implementing any complicated inter-equation ML procedures (factor
analytic or TYPE = 4) it is necessary to assume that inter—temporal error covariances are zero
for ML (or utilize quasi-ML procedures which ignore the correlations). Again, the program
can be asked to compute standard errors taking the panel data structure into account (PSTAN
= 1). Inter-temporal error correlations can still be computed (TCORR > () and will be cal-
culated separately for each cquation.

2.2.5. Instrumental Variables Estimation

The user of HotzTran has the option of using Instrumental Variables (I1V) estimation to
estimate many of the models described above. While a more complete discussion of IV es—
timation (in the context of estimating a multiperiod probit model) is given in Chapter 4, here
we briefly indicate the types of options available.
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In HotzTran, the user has a number of model forms -— probit, Tobit, regression,
etc.——to choose from. Each form gives rise to a functional form expressed in terms of the
model form’s disturbance term or its forecast error. This is the discrepancy between the ob-
served dependent variable and the conditional expectation function for the particular model
form. Consider a sample of N individuals and T time periods. Dcnote these disturbances or
forecast crrors as ¢, for the i" individual in the t" time period. This disturbance arises from
the model just described and is a function of the individual’s y’s and x’s and the model's un-
known parameters, g, ie., 5(y“.xil,/3). Denoting the i individual's vector of disturbances as
sty x. B = 60y, %, B 80y, X, . )", then IV estimation is based on the fact that there ex-
ists a matrix, Z. = (z,.....z,;) such that:

E(Z.3(y.5.8) = 0 (2.2.5)

where z is a vector of instruments for the i" individual that are to be used in the t" time
period.1 Since S(y.x,8) is a function of parameters, 4, say, IV estimation proceeds by setting
sample analogues of expression (2.2.5) equal to zero. The sample orthogonality conditions
are:

I T

M(gyxz) =X T Z(yx.p) (2.2.6)

i=1 =1

Then 1V estimation is implemented by finding estimators of 4. by, so as to minimize:

O(b,) = M(b,.y.x.2)'W M(b,.y.x.2) (2.2.7)

where W is a weighting matrix. Such estimators are consistent and asymptotically normal
with a covariance matrix given by:

(D;WD,) " (D;WS WD )D;WD,)™, (2.2.8)
where
_ é)M(,B,y,x,z)]
0 aﬂ

'"The instruments can actually be variables which come from other time periods. For ex-
ample, in certain models X variables from past time periods can serve as instruments in lime
period t. Implementing the use of instruments for period t which come from other time
periods can be accomplished using the LAGS option.
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S, = EIM(B.y.x.2M(By.x.2)' 1.

Note that the above covariance matrix is quite general; in particular it allows the &'s 10 be
conditional heteroskedastic where the form of heteroskedasticity is unknown. Thus estimation
can proceed under the general situations considered in the recent econometrics literature by Hal
White, for example. W can be either the identity matrix or an optimally constructed weighting
matrix. The program will construct the latter as a function of the y’s, x’s. z’s and consistent
estimators of IB.3 The program will provide the estimators by as well as consistent estimators of
its covariance matrix. S, can aiso be estimated under several different assumptions.

To implement IV estimation in HotzTran, the user must set the TYPE option on the
MASTER CONTROL CARD equal to 3 (TYPE=3) and can choose:

1. the form of o(y ,x .#), using the MODEL options on either the MASTER CON-
TROL CARD and BASIC EQUATION CARD.

2. the elements of Z., i.e., the instruments, on the EQUATION VARIABLE CARD and
using the LAGS option.

3. the weighting matrix, W, using the OPTWT option.

4. the S, matrix cstimator, using the MAVER option.

Note that HotzTran can deal with nonlinear forms of the & function.

2.3. Data Handling and Estimation Controls

In this section we briefly discuss the non-statistical features of HotzTran. We begin
with an overview of data and file handling and variable transformations. We follow with a
discussion of data selection for particular models or equations. Finally we conclude with a dis—
cussion of estimation and output controls.

2.3.1. Data Input and Transformations

HotzTran has a full range of data handling features available which are comparable to
those of similar software packages. These include a variety of different ways to input and
store data, missing data codes, a full range of transformation codes, and print options. Detailed
options include the following.

HotzTran is designed to input a primary observation file which it processes, adds to by
variable transforms, and then stores either on disk or in core. A series of models or "runs”
can then be estimated by sclecting subsets of observations and/or variables specified on

*The form and construction of Optimal Weighting Matrices are discussed in Chapter 4. They
are implemented in HotzTran with the MASTER CONTROL CARD option OPTWT described
on page 36.
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separate control cards. As many runs as desired can be run utilizing the same primary obser—
vation file. The program will create a separate observation file for ecach run using only
needed observations or variables, which it also stores on disk or in core.

Because panel data is so important to the models used in HeotzTran, the primary obser—
vation file can have two dimensions —- cross—seclion or individual units (OBSV) and time
periods (TIME). Observations must be read in sequential order one cross—section unit after
another, and by ascending time period within cross—section unit.  Time period numbers,
however, can be determined by the value of an input variable (TIME = V#). This allows
cross—section units to have a varying number of time periods. Pure time series or cross-
section samples can also be used.

Observations c¢an be read by a variety of means. They can be read in formatted form by
an input format (FORMAT = (..)); binary read (FORMAT = 0); or utilizing a uscr supplicd
FORTRAN program. Two such routines are available. SUBROUTINE USER is called once for
cach observation read. The subroutine is fed the number of the observation, the input device
number, and an observation vector to fill. The subroutine can be used to handle complicated
reads or transformations which are simpler with user—supplied FORTRAN code. SUBROUTINE
USEQ can be used in a similar fashion, but instead of one observation at a time, the routine
is used to return the entire data matrix.

Several other features on data input are available. A missing data code (MISS) can be
used to flag missing data on a variable by variable basis (the code must be the same though
for all variables). Observations can be read until an end-of-file is encountered (or signaled by
a return from SUBROUTINE USER). The primary observation file can be stored in core or
on disk (DISK). The input file device can also be set (INPUT).

Several print options are also available. The individual observations can be printed as
well as the sample means, standard deviations, maximums and minimums, correlation matrix,
and moment matrix (PRINT). The print line width can also be set at 132 or 80 characters to
accommodate tcrminal viewing (LINE). Variables can be named with up to 8 character names
or referred to by number (NAME).

Finally, a full range of variable transformations are available. Transformations can be set
1o loop over a range of observations/time periods/variables similar to a "do loop" (FOR(# TO
#)). Transformations can also be controlied by "IF" statements. These can depend on the
value of the time period (IFTIME), the cross-sectional unit number (IFCROS), or a variable
value (IF( )).

Transformations can involve existing variables or create new ones. Variables can be
referred to by name or by number. The transformations allow most "FORTRAN" type expres—
sions using +, -, *, /, ** and log and exponentiation. A single level of parenthesis can be
used as well. Special features are available to capitalize on the time dimension of data. A
time trend (VT0) or time dummy variables (VT#) can be used in transformations. Variables
can also be led or lagged automatically by referring to them with lead or lagged subscripts.
The program will set transformed variables dependent on missing data automatically to the
missing data code as well.
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2.3.2. Observation Selection for Model Runs

A number of options are available in HotzTran to select observations and data for a
particular run. Codes are also available to allow separate time periods and/or cross-sectional
units to be used on an equation-by-equation basis. These criteria can be changed from run to
run.

Variables with missing data codes can be handled in variety of ways for specific runs. In
particular, one can choose to include all observations even those with missing data (MISS = 0),
to exclude any observations from the entire estimation if any independent or dependent vari-
ables are missing anywhere in the system of ecquations being estimated (MISS = 2} or to ex-
clude observatiions only from the computation of the estimators for the particular equations in
which the variables are missing (MISS = 1). In all of these procedures, the program properly
computes the estimators of interest and properly computes the standard errors and test statistics
associaled with such estimators.

The user can also control the data coming from particular observations or time periods
which are used in the estimation or systems of equations or particular equations. The options
UTIME, XTIME, UCROS, and XCROS on the MASTER CONTROL CARD aliow the user to
indicate the range of time periods and cross sectional observations to be used in the estimation
of all the equations to be estimated in a particular run. Furthermore, the option UOBSV al-
lows the user to exclude certain observations based on some variable taking on certain values.
(For example, this option could be used to estimate an equation only for individuals who were
working where a variable taking on a value of 1 if the individual was working and 0 otherwise
was coded and included in the dataset.) The user also can control which observations are used
in the estimation of a particular equation within a system of equations. This is accomplished
using similar equation-specific options —— UCROS, XCROS, UOBSV -~ on the BASIC EQUA-
TION CARD. This will determine which observations will be used in the estimation of a
particular equation. Note that these feaiures mean that the program is flexible enough to
compute estimators in which different number of observations may be used in the estimation
of parameters in different equations within a system of equations. Again in utilizing any of
these options, the program properly computes the estimators of interest and properly computes
the standard errors and test statistics associated with such estimators.

Several other data handling features are also available for particular runs. The sample
log-likelihood can be weighted by the value of an input variable (WEIGHT). Run observations
can be stored in core or on disk (DISK). Data can be utilized as deviations about their cross—
sectional means (TIME VARIATION CARD) or stored parsimoniously if they don’t vary over
time (TIME VARIATION CARD).

The specification of variables used in models can also be done in several different ways.
Variables can be referred to by names or by numbers (V#). Equations can be given by vari-
able ranges such as V1-V23. Variables can be excluded from such ranges by NV# specification.
A constant can also be added automatically to equations (CONST) or used selectively. Depend-
ent variables for limited dependent variables can be given in easy to specify form. For ex-—
ample, DEP=V3.GT.2. in a Tobit model would state that the dependent variable was V3 with a
lower masspoint of 2.

Non-linear equations (NONLIN) and parameter restrictions (RESTRI) can also be specified
in a simple form. Non-linear equations are written as functions of paramecters (B's) and vari-
ables (V's or they can also be named.) Most FORTRAN type operations such as +, -, *, /,



18 HotzTran

*x and log can be used. A single level of parenthesis is also allowed. These allow most all
non-linear models to be specified. Just equations can be specified or equation variances and
covariances made non-linear as well. The program will compute the correct analytical first and
second derivatives of the non-linear equations for use in iterations and standard error calcula-
tions,

Parameter restrictions can be imposed in estimation using a form similar to NONLIN,
Restricted parameters are set equal to functions of unresiricted parameters. These can be
lincar or non-linear functions, again using +, —, *, /, #*, and Log and a single level of paren-—
thesis. Correct analytical first and second derivatives (hence standard errors) will be computed.

2.3.3. Estimation and Output

Most models in HotzTran are designed to be computed by iterative solution methods.
This is true of all the limited dependent variable models, as well as instrumental variable
models, non-linear models, FIML multiple-equation models, and models with non-linear
parameter restrictions. Thus control of the iterative solution process is important. A number
of controls are available which are detailed in Appendix II. Briefly, these include the follow-
ing.

The program uscs a Davidon-Fletcher-Powell iterative solution scheme which is detailed in
Appendix JI. [teration starts using only the function gradient (STEEPEST DESCENT) and after
reaching a measure of convergence, gradients weighted by second derivatives (FLETCHER-
POWELL). The program does not compute second derivatives at each iteration. but modifies a
matrix. The choice of estimation methods can be set (ESTIMA), as well as the convergence
criteria: function change, gradient size. and parameter change (set by CNVRG). The tolerance
of convergence can also be set (GTOL, FTOL, and PTOL). It is also possible to control the
number of iterations (ITERA) and CPU seconds used (SECS). If outlier observations are en-
countered during estimation they can be handled in several different ways by OUTLY.

Iteration success can be very sensitive to scale. A scaling provision is available in
HotzTran to scale both the data and parameters for best ease in convergence (SCALE = 0).
Starting values can also be set in various ways. They can be read in or computed from least
square rcgressions {see START). The starting regressions are adjusted to take account of
parameter restrictions, fixed effects, random effects, or first order autoregression. If starting
values are read in they can use a preset or read in format (FORMAT).

Finally, a number of different print and punch options are available for individual model
runs. Print output can have 132 or 80 character lines (LINE). A title card is used on all
output (see RUN TITLE CARD). Parameter standard errors can be computed and printed in
three different ways (PSTAN). The parameter covariance matrix can be printed (PCOVA).
Iteration information can be printed (IPRINT). In addition to standard measures of fit,
residual and predicted value analysis can be computed and printed for the observation run file
(RPRINT).

Three options are available to punch data (write on disk). Parameter estimates can be
punched at the conclusion of each run (CWRITE = 1), or at each iteration (CWRITE = 2).
Residuals can be punched (RWRITE) or the estimated covariance matrix of the errors of a
multiple—equation system (MWRITE).
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3. COMMANDS FOR RUNNING HotzTran

3.1. Introduction

Each of the commands (individual instructions) on cach of the following "CONTROL
CARDS" or "CONTROL LINES" can be typed in free format with multiple commands per
line. Commands should be separated by blanks or commas. Blanks should generally be avoided
within commands, but can be used around =’s or within equations. Only the first two letters of
a command are necessary (e.g. VARI or VA), but ALL COMMANDS must be entered in
UPPERCASE LETTERS. Control cards can extend more than one line (a line is at most 80
characters). If a "card" extends more than one line, place a $ at the end of each line that is
cxtended. Line breaks should not be in the middle of a command, but can be in the middle of
equations. Defaults are shown for most commands. If the command is not specified, then it
will assume the default value. The options can be placed in any order on the particular con-
trol card.

The DATA CONTROL CARD is read once for each data file used (sequentially). This
control card determines the structure of the input data file, variables, and any variable trans-
formations. Data can be read in panel or straight observation form (if panel data, all time
periods do not have to be read in for cach cross-sectional unit.) Data can be read from a
binary, formatted, or user-supplied subroutine mode. Various print options of the data are also
available. Run printout can be with 132 or 80 character lines for monitoring from a terminal.
An option is also available to use a missing data code. The RUN TITLE CARD, the VARI-
ABLE NAMES CARD(S) (optional), and the DATA TRANSFORMATION CARD(S) (optional)
arc cach also rcad just once following the DATA CONTROL CARD.

The MASTER CONTROL CARD, TIME VARIATION CARD (optional)., BASIC EQUA-
TION CARD, EQUATION VARIABLE CARD (optional), EQUATION TESTING VARIABLE
CARD (optional), ORTHOGONALITY CONDITION TEST CARD(S) (optional), NON-LINEAR
EQUATION CARD (optional), RESTRICTION CARD (optional}, FORMAT CARD (optional),
COEFFICIENT STARTING VALUE CARD (optional), WEIGHTING MATRIX COEFFICIENT
CARD (optional), TIME PERIOD CORRELATION CARD (optional), and EQUATION COR-
RELATION CARD (optional) are repeated {(in order) for each "run" or "model". Many of
these control cards are optional depending on the model and techniques desired. As many
modcls as desired can be run. When no more model runs are desired, just type STOP on the
next MASTER CONTROL CARD. The program can also return to the beginning and read
another DATA CONTROL CARD and data file, by typing the command SAMPLE on a
TRANSITION CARD placed after other cards for a run. It is also possible to run regressions
in subprogram MinReg or logistic choice models or continuous time markov models in sub-
program ConTim instead of stopping or reading another sample by using the MASTER CON-
TROL CARD (MinReg) or (ConTim) (see the chapters on these subprograms).

Many of the detailed options are best explained in the write-up of the individual options
which follows. The basic model specifications are determined on the MASTER CONTROL
CARD. Fach model can be single or multiple cquation. Models can be estimated assuming a
panel data structure or not. Different subsets of the observations and/or time periods can be
used. Within a model equation system, each equation can have a logit, probit, Tobit, truncated,
double (upper and lower masspoints) Tobit, or regression dependent variable. Each model sys-
tem can be estimated in different ways depending on assumptions about the inter-equation or
inter—-time period error correlations. Options are also available for non-linear restrictions in
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the parameters and/or non-linear equations. Several orthogonality condition testing procedures
are also available. All models are estimated using an iterative Davidon-Fletcher-Powell algo-
rithm (described later). A number of different convergence, scaling, and tolerance levels can be
adjusted. Options are also available to alter the print-out and do residual analysis. Parameters
can also be punched (written on disk). The log-likelihood can also be weighted by a specified
input variable.

The specification of the individual equations of each "model” is done on the BASIC
EQUATION and EQUATION VARIABLE CARD which follow the MASTER CONTROL CARD
for cach model equation. Both independent and dependent variables are selected from the
main observation file. They can be referred to ecither by their number in the main observation
vector, or by their names as read in on the VARIABLE NAMES CARD(S). A constant is
referred to as variable 0 or CONSTANT. Variables can be used as normal independent vari-
ables; however, they can also be specified as instruments or endogenous. Lead or lag values of
the variables can also be used as instruments. With panel data. equations can be estimated
with fixed or random effects or with a first order autoregressive error.

Since the program uses iterative procedures, starting values for the parameters are impor-
tant. These can be generated by the program itself (from regressions) or read on the COEF-
FICIENT STARTING VALUE CARD. The user may supply the format used to read the start-
ing vaiues as well.

The TRANSITION CARD signals the end of the main HotzTran runs and will command
the program to read a new data file and DATA CONTROL CARD (and other sctup cards)
with the command SAMPLE. It can also be used to rewind or end file data files.

The detzails of the control cards and individual command instructions are given in the text
which follows. Most options have system defaults which apply when they are not explicitly
specificd by the user. If an option does not seem to pertain to the model you are running,
then ignore it. A number of examples of program runs and sample card decks are given in
Chapter S.

3.2. DATA CONTROL CARD

The following options apply to the structuring of the input data, including data transfor-
mations, and to the choice of summary statistics printed out by the program.

Option Description

VARI = # where # 1s any integer > 0. There i1s no default, and VARI must be specified.
VARI specifies the total number of variables per observation that will be read
from the input data file. This only includes input variables and does not in-
clude any variables created on the DATA TRANSFORMATION CARIXS) nor
the constant. Thus, the total number of usable variables including transfor-
mations, VAR*, may be larger than VARI. A constant (referred to as variable
zero) will always be added at the end of the list of variables (it is not in-
cluded in VARI or VAR+). Thus a constant need not be provided by the user.

OBSV = # where # is any non-negative integer. The default is 0. OBSV is generally
the total number of cross—sectional units used with panel data. If non-panel
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data is used, or time periods are variable (see TIME), OBSV is the total num-
ber of observations. If OBSV = 0 (default) the program will read to end-of-
file (if FORMAT is binary or read in) or will read until IDD = 2 or IDD = 3
(if SUBRQUTINE USER is used) or will be set by the return from SUB-
ROUTINE USEQO. If fewer than OBSV observations are actually read, the
program will use the smaller amount.

TIME = #, or V#,
where #, is any integer > 0 and V#, is any integer from 1 to VARL The
default is #, equal to 1. If # is specified TIME is the total number of time
periods (applies only to panel data). The total number of observations is
OBSV+TIME. Observations must then be read for each time period of each
cross—section unit. Observations are then assumed to be ordered by tlime, and
read as:

cross-section unit 1, time period I
cross-section unit 1, time period 2;

cross-scction unit 1, time period TIME;
cross-section unit 2, time period 1;

cross-section unit OBSV, time period 1;

cross-section unit OBSV, time period TIME.

If V#, is used, the time period of each observation is input as the value in
variable V#._ (variable names cannot be used). Thus, missing time periods are
allowed. Observations, however, must still be read in ascending order by time
period. The program assumes a new cross-sectional unit whenever the time
period of an observation is lower (no greater) than the time period of the pre—
vious observation, or the specified time period is negative (the observation is
assigned its positive value for a time period). If V#, is used then OBSV is
the total number of observations read. 1f V#, is used, and DISK = 1 or the
maximum number of time periods is greater than 10, then the maximum num-
ber of time periods per cross—section unit must be specified. This is done by
also specifying TIME = # on the DATA CONTROL CARD. where #, is the
maximum number of time periods. Thus, TIME = V3 TIME=11 indicates that
the time period of each observation is set by variable 3, and the maximum
number of time periods for an individual is 11.

FORMAT = XXX
where XXX is explained below. The default is the integer 0. This option
dciermines the input form of the data. Observations are read either one at a
time, with VARI variables read per observation, or as an entire observation
matrix.

¢ FORMAT = 0 With this option observations are read one at a lime
with a single precision binary read. If this option (cheapest) is used
and no print is desired, the program will bypass the observation read
section.
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INPUT = #
DISK = #
LINE = #
PRINT = #

HotzTran

e FORMAT = (...) If this option is selected observations will be read
one at a time by the format listed after the cqual sign. The format
should be identical to a FORTRAN statement, and must begin and
end with parenthesis, e.g., FORMAT = (7X.4F7.3). If the format
continues for more than one line a § break can be used.

e FORMAT = USER This option implies that observations will be read
one at a time by the user—supplied SUBROUTINE USER. USER is a
bare-bones subroutine which can be altered to do data transfor-
mations, etc.. It is called once for each observation. A listing of
SUBROUTINE USER is given elsewhere in the manual.

¢ FORMAT = USEO This option implies that observations will be read
as an entire observation matrix by the user-supplied SUBROUTINE
USEQ. USEO is a bare-bones subroutine which can be altered to do
data transformations, etc.. It is called once. A listing of SUB-
ROUTINE USEO is given elsewhere in the manual.

where # is any integer > 0. INPUT is the input device number (FORTRAN)
used to read in observations. It is the number which is assigned to the vari-
able INN in SUBROUTINES USER or USEQO. The default is the device used
to read in the control cards (generally set to 5).

where # is 0, 1. or 2. The default is 0. This option determines internal disk
usage.

e If DISK = 0 observations are stored in core (can take a lot of core).

e If DISK = 1 observations are assumed to be stored on a single-
precision binary disk file already set up by the user. If this option
is used, also use the option FORMAT = 0. The DISK = 1 option
can only be used when no DATA TRANSFORMATION(S) are being
donc (i.e., TRANS must be equal to 0). This option should not be
used with a read to end-of-file (OBSV=0). If time periods are set
by a variable (e.s. TIME = V3), then the maximum number of time
periods per cross—section unit must also be specified (e.g. TIME = 4).
If DISK = 1, and PRINT = 0 the program bypasses the observation
processing section of the run. This saves a read of the observation
file. In this case, the program will use the users input file in the
same way as file INT (see DISK = 2) to store the run observations.

o If DISK = 2 the program will write obscrvations on the binary disk
file INT (set to 18) and not use core storage. If INT is saved, it
can be used for a subscquent run with the option DISK = 1.

where # is 0 or 1. The default is 1. This option determines the width of
printed output. If LINE = 0 then print width is the normal 132 characters for
computer output. If LINE = 1 then print lines are compressed to be 80
characters long. This option is suitable for viewing on a terminal.

where # 15 0, 1, 2, 3, 4, 5, 6, or 7. The default is 0. This option determines
the print of general variable statistics.
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s [f PRINT = 0 neither observations nor sample summary statistics are
printed.

e [f PRINT = 1 only sample variable means and standard deviations are
printed.

e [f PRINT = 2 sample variable means, standard deviations., and the
observation vectors are printed.

e If PRINT = 3 sample variable means, standard deviations, and mo-
ment matrix are printed.

e If PRINT = 4 sample variable means, standard deviations. moment
matrix and observation vectors are printed.

e |f PRINT = 5 sample variable means, standard deviations, and cor-—
relation matrix are printed.

e If PRINT = 6 sample variable means, standard deviations. moment
matrix and correlation matrix are printed.

e If PRINT = 7 sample variable means, standard deviations, moment
malrix, correlation matrix and observation vectors are printed.

MISS < # or MISS = # or MISS > #

NAME = #

where # is any real number not expressed in scientific notation. This option
specifies the program's missing value code. The default (Gf MISS is not
specified) is no missing value code. If the value of any input variable violates
the missing variable code it will not be included in the mean. moment matrix
or correlation computations. It is also possible by use of the MISS code on the
MASTER CONTROL CARD to exclude observations with missing values from
analysis. A count will also be kept of the number of "good" observations for
cach variable. Any transformed variables whose computation depends on a vari-
able with a missing value will also be assigned the missing value. The code <
and > stand for greater than or equal and less than or equal. Thus MISS<-9999
means that all variables with a value less than or equal to -9999 are assumed 1o
be missing.

where # is O or 1. The default is 0. This option determines if variables are
numbered or given alphanumeric names which are read in.

e [f NAME = 0, variable names from 1 to 8§ characters apiece are rcad
in on the VARIABLE NAMES CARD(S) for each variable. Names
must be read in for all variables input (VARI) on the first VARI-
ABLE NAMES CARD. This card follows the RUN TITLE CARD. If
new variables are created on the DATA TRANSFORMATION
CARD(S) which are not named there, their names are read on a
second VARIABLE NAMES CARD. This card immediately follows
the last DATA TRANSFORMATION CARD. If names are used,
variables can be referred to by either their numbers or names when
specifying equations etc. When referred to by name, the name must
be bracketed by [ and ] in some locations. If referred to by name,
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the variable names assigned must be unique or the wrong variable
may be used.

e If NAME = 1 variables will be numbered, and the VARIABLE
NAMES CARD(S) are not read. Variables must always be referred to
by number.

TRANS = # where # is any non-negative integer. The default is 0. TRANS determines
the tolal number of variable transformations read on the DATA TRANSFOR-
MATION CARD(S). If DISK = 1, TRANS must cqual 0.

3.3. RUN TITLE CARD

Read a 80 column alphanumeric heading or title which is used on all job print output.

3.4. VARIABLE NAMES CARD PART 1

This card 1s read only if NAME = 0 on the DATA CONTROL CARD. If used. one to
eight character alphanumeric names should be read for each of the VARI variables input for
the run. The order of the names should correspond to the order of variables in the input ob-
servation vector. If variables are to be referred to by name in specifying equations, their
names should be unique and not repeated. Each name should be separated by a blank space
or comma (thus commas and blanks cannot be used as part of a name). Include as many lines
as necessary to read all variables {(do not use the $ continuation. just add extra lines as
necessary). Names can use upper or lower case letters. Almost all characlers can be used in
names except the following: (1), names beginning with V or NV followed by a number (e.g.
NV43 or V2);, (2), the characters = or — or $§ can be used; however, any variables with these
characters in them must always be referred to by number or have their name in [ and 1 when

used; (3). the names STOP and SAMPLE should not be used.

3.5. DATA TRANSFORMATION CARD(S)

One line or "card" is read for each of TRANS transformations (none if TRANS = ().
This option allows transformations of variables. Each transformation has the following pattern.
The DATA TRANSFORMATION CARD begins with an optional FOR statement. It has the
following form:

FOR(#, TO #,)

where:
#, and #, are positive integers with #, at least as large as #..

The FOR statement is very similar to a FORTRAN "DO LOOP". The transformation that fol-
lows the FOR statement can contain an index variable designated by the character "I". The
transformation will be performed for each value of "I" ranging from # to #, "I" can also
be used in simple arithmetic expressions with integers, such as I-4 or 6*1—7+I/ 2 Anytime this
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occurs (when "I" does not stand alone), the arithmetic expression should be enclosed by < and
>. This may be especially useful in using the "I" index for a variable number. The FOR state-
ment is followed by an optional IF statement which has four possible forms:

IFTIME(#, TO #))
IFCROS(#, TO #,)
IF(V# XX.V#)

IR(V# XX #.)

where:

# —#, are integers;
#. is any real number not expressed in scientific notation;

XX is one of the logical operators (GT,LT,GE,LE.EQ,NE).

IFTIME spccifies a range of time periods and IFCROS specifies a range of cross—sectional
units.  Defaults for # and #, are 1, for #, is TIME, and for #, is OBSV. V#, is any
variable read in or computed on an earlier DATA TRANSFORMATION CARD. \’#6 is
defined similarly. Variables can be rteferred to either by their number preceded by a V, or by
their name bracketed by [ and ] (i.e. V12 or [DEPVARI]). The logical operators have con-
ventional FORTRAN treatment, e.g. GT means greater than. The IF statement will be true if a
time-period or cross-seclional unit is in the specified range or the logical comparison is
satisfied.

Any of the above IF type statements must be followed by a variable specification which
determines the number of the new variable:

axfr /)b *xxc = (i.e. ab®)
where:
a=# (any real number not expressed in scientific notation), and
b = V# (the variable to be computed. If the variable has been read in or previously

created, it can be referred to by its number preceded by a V or by its name
bracketed by [ and 1. If the variable is new, it can be assigned a number or
be given a name here. If the name is assigned here it should be bracketed by
[ and 1. If named here, new variables will be given numbers one larger than
the previously largest named variable. This means that any new unnamed vari-
ables (referred to here by number) should be given numbers one larger than
the sum of all input and named new variables. Names for all new unnamed
variables should be read in on a VARIABLE NAMES CARD following the last
DATA TRANSFORMATION CARD.), or

b = LNV#  (natural log of the variable (numbered or named with [ and 1) to be
computed), or
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b = EXPV# (c raised to the power of the variable (numbered or named with [ and 1) to
be computed).
c = # (any real number not expressed in scientific notation)

Both a and ¢ are optional. b is not.

If the IF statement is true (or there is no IF statement) the transformed variable will be
set by the equation. Otherwise the transformed variable will have its previous value. If the
transformed variable is a new variable the default value is 0.

If set by the equation, the value of the transformed variable is determined by the expres—
sion following the = sign. This right-hand-side is made up of combinations of "elements”
separated by +, -, *# or /. Each element has the following general form:

a*f{or /)b **c (or -c (i.e. ab®
where:
a = # (any real number not expressed in scientific notation), and
b = LN# (natural log of any positive number), or

b = EXP# (e raised to the power of any real number not expressed in scientific notation),
or

b = V# (any variable (numbered or named with [ and 1) read in or specified on a
previous transformation), or

b = LNV# (natural log of any variable (numbered or named with [ and J) read in or
specified on a previous transformation), or

b = EXPV# (e raised to the power of any variable (numbered or named with [ and 1) read
in or specified on a previous transformation), or

b = V#(+#) (any variable (numbered or named with [ and 1) read in (transformed variables
cannot be used) led #, time periods. This variable can also be logged or
raised o e¢ power. If the time lead extends beyond the maximum number of
time periods, the variable will be set to zero. The "+" is optional), or

b = V#(-#) (any variable (numbered or named with [ and 1) read in or specified on a
previous transformation lagged #, time periods. This variable can also be logged
or raised to e power. If the time lag extends beyond the first time period, the
variable will be set to zero), or

b = VT( (a time trend with value equal to the time period. This can be logged or raised
to e power), or

b = VT# (a dummy variable which has a value of zero unless the time period equals #
when it is set to one. If VT# is zero then the element will be set to zero),
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Any

(..)
LN(.)

EXP(..)

V#

V#(+#)

V#(-#)

or
where the ... are other elements with a single layer of parcnthesis, or

natural log of what is in the parenthesis, or

e raised to the power of what is in the parenthesis, and

(any real number not expressed in scientific notation. There is a restriction
however. If "¢" is larger in absolute value than 1, it will be rounded to the

nearest integer), or

(any variable (numbered or named with [ and 1) either read in or specified on
a previous transformation), or

(any variable (numbered or named with [ and 1) read in (transformed variables
cannot be used) led # time periods. If the time lead extends beyond the max-
imum number of time periods, the element will be set 1o zero. The "+" is
optional), or

(any variable (numbered or named with [ and 1) read in or specified on a
previous transformation lagged #, time periods. If the time lag exiends beyond
the first time period, the element will be set 1o zero)

of the terms a, b, c are optional.

Some examples are:

IF(V22.6E.6)V29 = 4xV28(-1)xx2

V30 = EXPVTO*V31(+1)/1000

IFCROS (1T0O50) V34 = LN(V8 + VB)*EXP{V11l + V12)*x-V4

—~2.73*xV39%x  5=Vi*x2+V2%%x2/17.

The following two lines mean the same thing,

IFTIME(6TO6)V33 = V9*V10/V1l + LNV12
V33 = (V9xV10/V1l + LNV12)x*VTo6

The following two lines can form two IF statements having the effect of an .AND. operator,
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IP(V1.GT.7)V35 = VTO + 17
IFTIME(6TO8)V35 = 0
FOR(2T04) V{I+2>=1

The following two lines also mean the same thing,

FOR(2T04) IFTIME(ITOI) V{35+I>=1.
FOR(2T04) V{35+I>=VTI

FOR(11T020) VI=VKI-11>(-1)
FOR(1TO5) VLBE+I>=V1(-<I+1>)

If V2 is named DEPTOB and V3 is named REEDER these are the same:

IF(V2.GT.3) 3xV39%x2=V3xV11~-LNV12
IF([DEPTOB].GT.3) 3*V39xx2=[REEDER]*V11-LNV12

The following is the same as above but names the new V39 here Its name should not then be
rcad on the VARIABLE NAMES CARD,

IF(LDEPTOB].GT.3) 3%[NEW]**2=[REEDER]*V11-LNV12

3.6. VARIABLE NAMES CARD PART 2

This card is read only if NAME = 0 on the DATA CONTROL CARD, TRAN > 0, and
new unnamed variables are created on the DATA TRANSFORMATION CARD(S). Names are
read for any such variables. in order, using exactly the same rules as specified for the VARI-
ABLE NAMES CARD PART 1. If there are no such variables, this card is not read.

3.7. MASTER CONTROL CARD

The following options are specified on the MASTER CONTROL CARD. They can be
listed in any order and can be omitted if the user wishes the option to take on its default
value. Options may be continued onto several lines so long as a § is used at the end of a
continuation line.

We first consider the "essential" commands; namely those commands which specify the
number of equations, model type, and basic estimation form. We then consider options which
govern parameter restrictions, equation non-linearities, and likelihood weighting. The next set
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of commands controls the specification of the structure of eguation error covariances and the
computation of standard errors. These are followed by options used with instrumental variable
estimation and then testing. Commands which govern which observations will bc sclected for
the run are specified in the next set of options. Then options which determine the starting
values, scaling, tolerances, and convergence criteria for iterative solution methods are listed.
Finally, commands are given that control what print and punch output will be produced by the
run.

3.7.1. The STOP, EQUA, MODEL and TYPE Options

The following commands indicate the number of equations to be ecstimated jointly, what
type of model specification is to be estimated and the estimation technique to be employed.
We now describe each command in detail indicating the possible options for each command.

Option Description
STOP This command instructs the program to stop. It should be placed at the end of
the control file. The entire command STOP must be spelled out (no
abbreviations).

EQUA = # where # is any integer > 0. The default is 1. EQUA is the total number of
cstimated equations in the system.

MODEL = XX where XX is explained below. This option determines the model type if the
same model applies to all equations. The default is to determine model type
individually equation by equation on the BASIC EQUATION CARD. The
models allowed are (see Section 2.1 for a more complete description):

e MODEL = PROBIT. The model(s) used assumes a 0/1 probit de-
pendent variable.

¢ MODEL = TOBIT. The model(s) used assumes a Tobit dependent
variable.
e MODEL = REGRES. The model(s) used assumes a continuous ob-

served dependent variable (regression).

e MODEL = IMPLICIT. The model(s} used assumes an implicit func-
tion with no dependent variable. This is equivalent to MODEL =
REGRES with a dependent variable always equal to zero. It should
not be used without parameter restrictions.

e MODEL = DBLTOB. The model(s) used assumes a Tobit dependent
variable with an upper and lower mass point.

e MODEL = TRUNCATE. The model(s) used assumes a truncated
normal dependent variable. This can be used only if TYPE = 1 or
3.

e MODEL = LOGIT. The model(s) used assumes a 0/1 logistic de-
pendent variable. This can be used only if TYPE =1 or 3.
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TYPE = # where # is 1, 2, 3 or 4. There is no default. This option determines the type
of estimation procedure used (see Section 2.2 for a more complete description).

o If TYPE = 1 then the program uses the cheapest option, "simple"
maximum likelihood (ML).  Except for cross—equation restrictions,
each equation is estimated separately, and even with panel data no
account is taken of potential correlation of errors over time (except
for standard errors which can be adjusted). Instrumental variables
cannot be used. This is equivalent to single-time period single-
equation iid. ML. If equation and/or inter-temporal errors are
correlated. parameter estimates will generally still be consistent, but
they will only be "quasi ML".

o If TYPE = 2 then the program uses single factor loading ML estima-
tion utilizing the Butier-Moffitt procedure. or a first order
autoregressive procedure. There are three models that can be es—
timated:

s [f there are multiple time periods then the program can es—
limate an equi-correlated error structure over time, a so—called
"random effects” model. The parameter estimated will be the
error correlation across time periods. If there are multiple
equations a separate parameter is estimated for each equation.
For this selection set the variable RANDOM = (.

s If there are multiple time periods the program can also estimate
a first order autoregressive error modcl. The parameter estimated
will be the error correlation of two observations one period
apart. The correlation of errors two periods apart is the
parameter squared efc. If there are multiple cquations a
separate parameter is estimated for each equation. For this
selection set the variable RANDOM = 1.

a [f there are multiple equations, then this option can be used to
estimate cross—equation error correlations as loadings on a single
normal error scaled to have a variance of one. The parameters
estimated in this case will be each correlation between the fac-
tor error and the equation error. The correlation between two
equation errors can then be computed as the product of their
factor loadings. For this selection set the variable RANDOM =
2. Note that this model can also be estimated by using TYPE
= 4 and imposing restrictions on the error covariance structure.
Particularly for regressions and Tobits, the TYPE = 4 method
can be considerably cheaper.

Warning - It generally is necessary to impose a restriction to nor-—
malize factors if RANDOM = 2 (see RESTRI). The nature of the
normalization can effect results. If there are both multiple time
periods and equations any of the three options can be selected. TYPE
= 2 can’t be used with TRUNCATE or LOGIT.

e If TYPE = 3 then the program allows for the use of instrumental
variables (IV). The program further allows for the potential optimal
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weighting of the orthogonality conditions arising from the use of in-
struments (see OPTWT). If there is only one time period, this op-
tion generally reduces to single-equation single-time period i.i.d. ML
(TYPE =1). There are two exceptions, however. With non-linear
equations (NONLIN > 0), although the equation residuals will be
computed using the non-linear form, the instruments used will be the
specified X's. This will differ from TYPE = 1 which implicitly uses
gradients of the non-linear function as instruments. Similarly, if in-
struments are used which are not explicitly in the equation, TYPE =
3 will differ from TYPE = 1. These could include other variables,
or values of equation variables in other time periods.

e If TYPE = 4 then the program estimates multiple—equation systems
taking into account correlations of their errors via bivariate ML. In-
tertemporal errors with panel data will be ignored except for stan—
dard errors. [Equations will be estimated using a quasi-ML procedure
formed from bivariate likelihood functions formed from all pairs of
cquations. This option should not be used with one equation. With
two equations it is equivalent to ML. Equation error correlations
(covariances) will be estimaied as well as coefficients. TYPE = 4
can’t be used with TRUNCATE or LOGIT.

3.7.2. The NONLIN, RESTRI, CONST and WEIGHT Options

The following four options are used to specify the nature of the estimated equations
and/or parameter restrictions. They will to a large extent determine the cost and complexity
of a run The NONLIN option determines whether the system equations {and crror
parameters) are linear or non-linear in the x's. The RESTRI command determines whether or
not there are restrictions in the parameters. The WEIGHT and CONST commands determine
whether observations are weighted and if a constant is used in equations.

Option Description
NONLIN = # where # is 0, 1, or 2. The default is 0.

e If NONLIN = 0, models are lincar in the X’s (except for Tobit,
probit transforms) and are specified on the EQUATION VARIABLE
CARD. This is the cheapest option, and should be used if system
non-lincarities are restricted to non-linearities in the paramecters (see
RESTRI). The program will use moment-based calculations for
REGRES models and the non-mass point observations for TOBIT and
DBLTOB.

e If NONLIN = 1 then -equations, error variances, and inter-
correlations are assumed to be non-linear in the X’s and are specified
on the NON-LINEAR EQUATION CARD(S). If NONLIN = 1 then
starting values must be read in (START = 0, 1). No starting values
should be zero, however, as this will sometimes cause gradient
problems. This option is the most expensive and should be used only
when necessary. It must be used, however, when any equation error
variance or covariance is a function of the X’s. It should not be
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necessary under any other circumstances (use NONLIN = 2),

e If NONLIN = 2 then only equations are non-linear in the X’s and
specified on the NON-LINEAR EQUATION CARD(S). Equation er—
ror variances, and intercorrelations are computed linearly; thus, es-
timation is cheaper. These terms will be assigned parameter numbers
following those specified in the non-linear equations. This option is
almost identical to NONLIN = 1 for starting values (START = 0, 1,
3). 1t should be used if any system equation is non-linear in the X's
but no error parameters are.

where # is any non-negative integer. The default is 0. This option determines
how many restrictions are imposed on parameters in estimation. Each restric-
tion is specified separately on the RESTRICTION CARD(S). Any subset of the
estimated parameters (including variances, etc.) can be restricted to be a func-—
tion of the unrestricted parameters, with estimates and standard errors ap-
propriately adjusted. This option can be used with both linecar and non-linear
equations. If all system non-linearities can be expressed as non-linearities in
the parameters, it is strongly advised that RESTRI, not NONLIN, be used.
This allows the system to use the cheaper computation methods of NONLIN =
0, particularly when moment-based estimators can be employed. If restrictions
are used, restricted coefficients will be marked with an "R" on printed output.

where # is 0 or 1. The default 1s 0. This option determines if a constant is
used in each model equation. If CONST = 0, it is. If CONST =1 it is not. This
option can be overridden on an equation by equation basis by adding a constant
as variable V0 (or CONSTANT) or taking one out with NV0 (or
NICONSTANT]). For fixed effect models (FIXED = 1 on the BASIC EQUA-
TION CARD) the default will be that the constant is not included. The CONST
option only applies to equations or orthogonality conditions specified on the
EQUATION VARIABLE CARD. It does not apply to the NON-LINEAR
EQUATION CARD(S) where the constant must be specified manually (or in-
cluded as a parameter).

WEIGHT = V#

where # is any integer from 1 to VAR+. This option determines if the sample
log-likelihood is weighted. A variable name bracketed by [ and ] can also be
used. If WEIGHT is not specified there is no weighting. The value in vari-
able V# is used to weight each equation and time period likelihood. It should
be constant over time, therefore, if TYPE = 2. Only positive weighting values
are allowed. Thus all observations with zero or negative values for the weight-
ing variable will be dropped. The weights will be scaled to average one so as
not to effect the log-likelihood scale.

3.7.3. Options for Disturbance Term Specification

The following options allow the user to choose several features of the the stochastic dis-
turbance structure to be estimated for a particular model. For example, the option RANDOM
allows one to choose whether one wants a factor analylic or autoregressive covariance structure
for equation disturbances, while options TCORR and ECORR control whether or not to com-
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pute intertemporal and across equation covariances. The options SIGMA and RHO determine
whether or not variances or standard deviations of disturbances and covariances or correlations
of disturbances are estimated. The options PSTAN and MAVER determine how parameter
standard errors are computed. They offer a fair amount of flexibility with multiple time-
periods or equations.

Option Description

RANDOM = #where # is 0, 1, or 2. The default is 0. This option applies only if TYPE =
2, and determines the type of factor loading or autoregressive model estimated.
See TYPE = 2 for an explanation.

HERMIT = # where # is 1-4, 6, or 9. The default is 6. This option applies only if TYPE
= 2 and RANDOM = 0 or 2. It determines the number of Hermite points
used in the approximale numerical integration for single factor loading ML.
The more Hermite points used, the more accurate is the approximation, but the
more expensive is the computation. Nine points are the maximum number of
points that can be specified. [See Abramowitz and Stegun (1972, p. 924).]

TCORR = # where # is 0, 1. 2, or 3. The default is 0. This option determines if correla-
tions of model errors are computed across time periods. These estimates are
computed completely separate from the cocfficients using a conditional "quasi—-
ML" likelihood function. It does not apply if TIME = 1 or TYPE = 2,4 If
there are multiple equations, separate correlation matrices are computed for
cach equation. This option can be used if coefficients are input or estimated
as part of the same run. It is generally best run separately, however.

s If TCORR = 0, the program does not compute inter-temporal error
correlations.

e If TCORR = 1, the program computes the inter—temporal correlation
of cach equation's crrors using quasi-maximum likelihood. (It max-
imizes only over the correlations and takes coefficients as input or
computed in a previous step). Starting values for the correlations are
read on the TIME PERIOD CORRELATION CARD. Estimation of
the coefficient vector is determined by TYPE and ESTIMA. If ES-
TIMA < 4 then coefficients will be estimated as part of the same
run, otherwise they must be input.

e If TCORR = 2, same as option (=1) except that starting values for
the time period correlations are computed from the observed model
errors after coefficient estimates are computed (or input).

e If TCORR = 3, same as options (=1) or (=2) except that the coef-
ficient vector is read in and is not estimated. Variable ESTIMA ap-
plies to the time-period correlation estimation. Coefficient and cor-
relation values are read by a fashion determined by the command
START to be described below. If START = 0, 2 cocfficients are
read on the COEFFICIENT STARTING VALUE CARD, and are also
used for the weighting matrix. If START = 1, 3 coefficients are
read as well as a separate coefficient vecltor for the weighting matrix
on the WEIGHTING MATRIX COEFFICIENT CARD. If START =
0, 1 time period correlation starting values are read on the TIME
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PERIOD CORRELATION CARD. If START = 2, 3 time period
correlation starting values are computed from observed model errors.
If TCORR = 3 and ECORR = 3, START must apply to both.

where # is 0, 1, 2, or 3. The default is 0. This option determines if correla-
tions of model errors are computed across cquations. These estimates are com-
puted completely separate from the coefficients using a conditional "quasi-ML"
likelihood function. It does not apply if EQUA = 1 or TYPE = 2, 4. Only
one matrix of equation correlations is computed for all time periods. This op-
tion can be used if coefficients are input or estimated as part of the same run.
It is generally best run separately, however. The options are identical 1o those
of TCORR.

e If ECORR = 0, the program does not compute inter—equation error
correlations.

e [f ECORR = 1, the program computes the corrclation of errors
across equations using quasi-maximum likelihood. (It maximizes only
over the correlations and takes coefficient vectors as input or com-
puted in a previous step). Starting values arc rcad on EQUATION
CORRELATION CARD. Estimation of the coefficient vector is
determined by TYPE and ESTIMA. If ESTIMA < 4 then coef-
ficients will be estimated as part of the same run, otherwise they
must be input.

e If ECORR = 2. same as option (=1) except that starting values of the
inter—equation correlations are computed from observed model errors
after coefficients are computed (or input).

e If ECORR = 3, same as options (=1) or (=2) except that the coef-
ficient vector is tead in and is not estimated. The command ESTIMA
applies to the inter—equation correlation estimation. Coefficient and
correlation values are read by a fashion determined by the variable
START. IF START = 0, 2 coefficients are read on the COEF-
FICIENT STARTING VALUE CARD, and are also used for the
weighting matrix. If START = 1, 3 coefficients are read as well as a
scparate coefficient vector for the weighting matrix on the WEIGHT-
ING MATRIX COEFFICIENT CARD. If START = 0, 1 inter-
equation correlation starting values are read on the EQUATION
CORRELATION CARD. If START = 2, 3 inter-equation correlation
starting values are computed from observed model errors. If ECORR
= 3 and TCORR = 3, START must apply to both.

where # 15 0, 1, 2, 3, or 4. The default is 0. This option determines
the general treatment of model error variance terms. It can be overridden on
an equation by equation basis on the BASIC EQUATION CARD or the NON-
LINEAR EQUATION CARD(S).

e If SIGMA = (0 then model error variances are scaled to 1 and not
estimated for LOGIT and PROBIT. The standard deviation of model
errors is estimated for TOBIT, DBLTOB, TRUNCATE, IMPLICIT, or
REGRES.
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RHO = #

PSTAN = #

e [f SIGMA = 1 then the standard deviation of the model errors is
estimated for PROBIT (generally requires parameter restrictions).
This option does not apply for LOGIT. Same as option (=0) for
other models.

e If SIGMA = 2 then the same as option (=1) except that model error
variances are estimated for each model (including PROBIT).

e If SIGMA = 3 then the same as option (=0) for all models except
when TYPE = 3 and regression, implicit, truncated or Tobit equations
are estimated. In these instances, the equalion error sigma is
specified however, the sigma orthogonality condition is not imposed.
Thus sigma applies only for scale. If used, sigma generally must be
restricted (sce RESTRI).

e If SIGMA = 4 then the same as option (=3) except that model error
variances are specified instead of ecrror standard deviations (including
PROBIT).

where # is 0 or 1. The default is 0. This option determines if inter-equation
error correlations or covariances are estimated when TYPE = 4. It applies only
if TYPE = 4 and can be overridden on the NON-LINEAR EQUATION
CARDA(S).

e If RHO = 0 then the program eslimates inter—equation error
correlations.

e If RHO = 1 then the program eslimates inter-equation error
covariances.

where # is 0, 1, 2, or 3. The default is 0. This option determines
the method used to calculate standard errors of coefficients. Options (=1} (=2)
or (=3) should be relevant only if multiple time periods or equations are used.

e If PSTAN = 0 and TYPE = 1, 2, 4 then the program computes stan-
dard errors as if observations were I1.I.D. (generally incorrect with
panel data). If TYPE = 3 and OPTWT = 0 this means that the
program computes standard errors under the assumption of optimal
weighting (see equation (4.1.18)). For TYPE = 1 or 4 the program
will use the inverse matrix of the negalive of the sample log-
likelihood 2nd derivative matrix evaluated at the estimated parameters.
If TYPE = 2 the program uses the inverse of the cross—products
matrix of the log-likelihood 1st derivatives (for RANDOM = 0 or 1
the first derivatives are first summed over all time periods for each
cross—section before they are cross—producted).

o If PSTAN = 1 and TYPE = 1, 3, 4 then the program corrects stan-—
dard errors for inter-temporal correlations (time-adjusted). If non-
panel data is used this should have the same properties as option
(=0). The parameter covariance matrix is given by D” S D" where
D is the negative of the matrix of log-likelihood 2nd derivatives and
S is a cross products matrix of 1st derivatives. This option can also
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be used if TYPE = 2, but the D matrix used will be the same as
that used with option (=0). With options RANDOM = 0 or 1, or
with non-panel data, or with option MAVER = 0, option (=1) will
give equivalent estimates to option (=0) for TYPE = 2. With TYPE
= 3 the formula is very similar except orthogonality conditions are
used instead of 1st derivatives and gradients of the orthogonality
conditions are used instead of 2nd derivatives (see equation (4.1.19)).
Generally the 1st derivatives (or orthogonality conditions if TYPE =
3) will be summed over all time periods for each cross-section before
they are cross-producted. This option can be changed, however, if
time-independence or a moving average time correlation specification
is desired. by the option MAVER.

e If PSTAN = 2 then the program compules standard errors both ways
by options (=0) and (=1).

e If PSTAN = 3 and TYPE = 1 or 4 then the program computes stan~
dard errors from the inverse of the summed cross—products matrix of
sample log-likelihood 1st derivatives evaluated for each cross-section
(matrix S above). If estimates are maximum likelihood these standard
errors will have equivalent properties to those given by option (=0)
or (=1). Generally with panel data the derivatives will be summed
over time periods before they are cross-producted, but this option
can be changed with option MAVER. One disadvantage with this
option is that the program will not print "measure of fit" statistics.

MAVER = # where # is any integer from 0 to TIME - 1. With panel data the default is

TIME - 1. With pure time series or cross-sectional data the default is 0.
This option determines the number of time period leads and lags used in sum-
ming log-likelihood first derivatives (or orthogonality conditions if TYPE = 3)
when the cross—products matrix of 1st derivatives is used in standard error cal-
culations (or TYPE = 3). This option applies only if TIME > 1 and PSTAN =
1 or 3 (or PSTAN = 0 and TYPE = 3). If MAVER = TIME - 1 then the
program will sum derivatives for all time periods of each cross-section before
cross—producting. If MAVER = ( then derivatives will be cross—producted for
cach time period (generally correct only if equation errors are independent over
time). If MAVER is between 0 and TIME - 1 then derivatives will be
summed for MAVER time periods preceding and lagging each time period ob-
servation. This option is correct under the assumption that equation errors are
correlated with a moving average process of order MAVER.

3.7.4. Options for IV Estimation

The following options control the use of weighted IV estimation and the number of leads

and/or lags used if instruments from other time periods are used. It only applies if TYPE =

3.

Description

OPTWT = # where # is 0, 1, or 2. The default is 0. This option applies only if TYPE =

3, and determines which weighting scheme is used.
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LAGS = #

e If OPTWT = 0 the program uses input coefficient values to compute
an estimate of the optimal weighting matrix of the orthogonality con-
ditions arising from the instruments which is used unchanged for all
estimation. If there are overidentifying orthogonality conditions, a
chi-square test of the model will automatically be performed.

e [f OPTWT = 1, orthogonality conditions are weighted equally with an
identity matrix, and not optimally. This option can be used like
OPTWT = 0 when there are auxiliary instruments or orthogonality
conditions. Note, however, that unlike OPTWT = 0 it can be sen-—
sitive to scale.

e If OPTWT = 2, then a preliminary regression will be run for all in-
cluded independent variables in each equation against the list of in-
struments for the equation. Coefficients from these regressions will
be used to weight the orthogonality conditions. This option is equiv~
alent to traditional instrumental variables or two-stage least squares.
It should be used only if there are endogenous variables in the equa-—
tion which are not used as instruments. It cannot be used if NON-
LIN is not 0. (This option is not yet operational)

where # is any integer from 0 to TIME - 1. The default is TIME - 1.
This option applies only if TYPE = 3, and determines the number of time leads
and/or lags used for instruments for those variables allowed to have non-
contemporancous orthogonality conditions. If LAGS = 0 the program defauits
to LAGS = TIME - 1. Although not necessary from the program’s standpoint,
it will generally make sense for the number of lags used in computing standard
crrors (MAVER) to be at lcast as large as LAGS.

3.7.5. Options for Testing With 1V Estimation

The following options control what sorts of test statistics will be computed for each equa-
tion or system of equations used with IV estimation (TYPE = 3).

Option
TEXOG = #

Description

where # 1s 0 or 1. The default is 0. This option applies only if TYPE = 3,
and determines whether or not there are exogeneity tests. If TEXOG = 1, then
the program will perform exogeneity tests using the estimated coefficients. Or-
thogonality conditions (instruments) read on the EQUATION TESTING VARI-
ABLE CARD are tested against these used to estimate coefficients on the
EQUATION VARIABLE CARD. Orthogonality conditions specified on the lat-
ter must always be nested in the former. Different lead/lag structures and/or
cross—equation orthogonality conditions can be tested. Even if no explicit tests
are desired, TEXOG can be used if the model is over—identified. The program
will test the over-identifying restrictions and print out the value of each or-
thogonality condition. If this is desired, the EQUATION TESTING VARIABLE
must still be included, but should be left blank. Orthogonality conditions will
be identified on printed output as contemporaneous (0), leads (+), and lags ().
Variables will be listed by their numbers.
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TSUB = # where # 1is any non-negative integer. The default is 0. This option applies
only if TEXOG = 1. It specifies the number of different Wald-type chi-
square tests which are performed on subsets of the orthogonality conditions
specified on the EQUATION TESTING VARIABLE CARD. If TSUB > 0 then
a separate ORTHOGONALITY CONDITION TEST CARD is rcad for each of
the TSUB tests.

TLAG = # where # is any integer from 0 to TIME - 1. The default is LAGS. This op-
tion applies only if TEXOG = 1, and determines the number of leads and/or
lags of non-contemporaneous orthogonality conditions used in exogeneity tests
specified on the EQUATION TESTING VARIABLE CARD. TLAG must be
greater than or equal to LAGS.

© 3.7.6. Options for Missing Data and the Inclusion of Observations in
Estimation

The following options control how observations with missing data will be handled and
what observations and/or time periods (relevant for panel data sets) will be included in the es—
timation of an equation {(or system of equations) and how they will be stored.

Option Description

MISS = # where # is 0. 1, or 2. The default is 0. This option determines the treatment
of observations with missing values. It does not apply unless MISS is also
specified on the DATA CONTROL CARD.

o If MISS = 0 (here), then no observations will be excluded because of
missing data.

e If MISS = 1 (here) then if an equation is missing any independent or
dependent variables for an observation, the observation will not be
used for that equation.

o If MISS = 2 (here) then if any equation has a missing independent
or dependent variable, the observation will not be used for any equa-
tions. Both MISS = 1 and MISS = 2 apply on a time period by time
period basis with panel data. Only MISS = 2 can be used if NON-
LIN is not 0.

DISK = # where # is 0 or 1. The default is 0. This option determines internal disk
usage for this model run only. It specifies a different option than DISK on the
DATA CONTROL CARD.

e If DISK = 0 model run data is stored in core. This takes more core
storage but is generally much cheaper in terms of CPU.

e If DISK = 1 the program will write model run data on the binary
disk file INZ (set to 19) and not use as much core storage. This
option should not be used with a pure time series as disk storage will
save no core (each disk write is equivalent to one cross—sectional
unit, hence the entire observation file for a time series). If START
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UTIME = #
XTIME = #,
UCROS = #,
XCROS = #,
UOBSV =

= 2 or 4 and disk storage is used, then observations cannot be scaled
(SCALE must = 1). When users have virtual machines it might ap-
pear that full core storage is always desirable. However, particularly
with panel data, the programs own swapping mechanisms with DISK
= 1 are often cheaper than the system swaps.

TO #,

where #, is any integer from 1 to TIME and #, is any integer from #, to
TIME. The default for # is 1 and for #, is TIME (or the maximum number
of time periods if variable time is used). This option determines the range of
time periods used for the run. It applies to all equations.

TO #,
where #, is any integer from 1 to TIME and #, is any integer from # to
TIME. This option determines the range of time periods which will not be

used in the run for any equations. It cannot be used with UTIME.

TO #,

where # is any integer from 1 TO OBSV and #, is any integer from #, to
OBSV. The default for #, is 1 and for #, is OBSV This option determmes
the range of cross—secuonal observations used for the run. Any units not in
the specified range will not be used for any equations. With non~panel data it
determines which observations are used.

TO #,

where # is any integer from 1 TO OBSV and #, is any integer from #, to
OBSV. This option determines the range of cross—secuonal observations Wthh
will not be used for the run for any equations. It cannot be used with
UCROS.

# XX.V#, or UOBSV = V# XX.#,

where # and #, are any mtegers from 1 to VAR*. #, is any real number not
expressed in sc1enuf1c notation, and XX is one of the logical operators GT, LT,
GE, LE, EQ, NE. There are no defaults. Variable names bracketed by [ and
1 can be substituted for V# and/or V#, If UOBSV is not specified, no ob-
servations will be excluded on this basis. This option specifies a FORTRAN IF
statement which determines which observations are used in a run. Any obser—
vations not meeting the criteria will not be used for any equations. V#,
specifies a variable whose value is compared either to the value in variable V#,
or the real number, #, using the comparison indicated by the logical operator
(conventional FORTRAN treatment, e.g., GT means greater than). If the com-
parison is true (i.e., V22.GE.3.27 or V27.EQ.V28 or [REEDERI1NE.INEW1I)
then the observation is used. The comparison is made separately for each time
period of each cross-section unit.

3.7.7. Options for Starting Values and Choice of Numerical Optimization

Methods

The following options control how starting values of parameters will be chosen and what
sort of optimization techniques will be employed. There are also some options to control the
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tolerances which govern convergence of parameters and whether or not parameters should be
scaled in estimation.

Option Description

START = # where # 15 0, 1, 2, 3, or 4 The default is 0. This option determines the
method of calculating coefficient starting values (except when ECORR = 3 or
TCORR = 3, see those options).

e If START = 0 starting values are read in on the COEFFICIENT
STARTING VALUE CARD. This must be used (or option (=1,3)) if
NONLIN is not 0 or MODEL = IMPLICIT. If TYPE = 3, starting
coefficients are also used to compute the weighting matrix if OPTWT
= 0.

o If START = 1 coefficient starting values and wcighting matrix coef-
ficients are read scparately. This applies only if TYPE = 3 and
OPTWT = 0. The weighting matrix coefficients are read second on
the WEIGHTING MATRIX COEFFICIENT CARD.

e If START = 2 the program uses regression methods to get slarting
values for the models in question. This option cannot be used if
NONLIN = 1 or 2. Depending on the type of model specification
being estimated these starting values are computed in several different
ways.

%= If TYPE = 1 cor TYPE = 4 and no fixed effects are used, then
starting values are determined by regressing the observed de-
pendent variable (0/1 etc.) against the independent variables for
starting values. For logits and probits, the coefficients will then
be scaled to reflect differences in their respective scalings and
that of the linear probability model.

w [f a fixed effect model is used (FIXED = 1) and TYPE = 1
starting values are computed from a regression fixed effect
model (a covariance model).

= If a random effect model is used (TYPE = 2 and RANDOM =
0) starting values are computed from a two-pass error com-
ponents regression.

= Jf a first-order autoregressive error model is used (TYPE = 2
and RANDOM = 1) starting values are computed from a two-
pass Cochran—-Orcutt procedure.

» If Instrumental Variable (IV) estimation is used (TYPE = 3) and
OPTWT = 2 starting values are computed from instrumental
variable regressions utilizing the observed dependent variable.
These are equivalent to two-stage least squares estimates with at
fcast some extra instruments.

» If coefficient restrictions are imposed (RESTRI > 0) and TYPE
= 1 or TYPE = 3. restricted regressions will be run. These
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regressions, estimated in a second pass after unrestricted regres—
sions, impose a "linearization" of the restrictions. They will be
the correct regressions if indeed the restrictions are linear.

® Corrclations of residuals from these equations are used as start-
ing values for inter-equation or time period correlations if
TYPE = 4 or TYPE = 2 and RANDOM = 2.

In the case of regression models, these starting values will be consis—
tent, although they will generally not be ML when TYPE = 2 or 4.
Although the standard errors may be off, they can be printed in
more detail by setting ESTIMA = 4. Care should be used with
regression starting values if TYPE = 3 and OPTWT = (, as the
weighting matrix may not truly be optimal as the regression starting
values may not be consistent (with PROBIT, TOBIT etc.). The final
estimated cocfficients will generally still be consistent.

e If START = 3 then the coefficients are read as in option (=0).
However these cocfficients are used as starting valucs for TYPE = 1
estimates. The computed TYPE = 1 estimates are then used as start—
ing values (and for the weighting matrix) for TYPE = 2, 3, 4 es-
timates as specified by TYPE. If TYPE = 2 or 4 the COEFFICIENT
STARTING VALUE CARD must also include starting values for
inter-equation or time period correlations (this option can’t be used
if these are needed for coefficient identification or NONLIN = 1).

e If START = 4 the treatment is essentially the same as option (=3).
However, the starting values for TYPE = 1 first round estimates are
computed by the same procedure as option (=2). Inter—equation or
time period correlation starting values are computed from equation
residuals. This option cannot be used if NONLIN =1 or 2.

FORMAT = # where # is 0 or 1. The default is 0. This option determines the format for
all starting values (see START, ECORR, or TCORR).

o If FORMAT = 0 then all coefficients are read with (5D16.9) format
(same as they are punched). No FORMAT CARDS arc read.

e If FORMAT = 1 then the format for each coefficient vector is read
preceding each STARTING VALUES CARD on the FORMAT CARD.

SCALE = # where # is 0 or 1. The default is 0. This option determines coefficient scal-
ing.

o If SCALE = 0 then the coefficients are scaled to 1 by starting
values. This is done for computational accuracy and does not effect
the printout. Variances and correlations are not scaled. Dependent
variables should be scaled by hand, therefore, so that error variances
are around one as well.

e If SCALE = 1 variables are not scaled. This option must be used if
DISK = 1 on the MASTER CONTROL CARD and START = 2 or 4.



42 HotzTran

OUTLY = # where # is 0, 1, or 2. The default is 0. This option determines how the
program handles outliers encountered during estimation.

e If OUTLY = 0 then the program will stop if it encounters an ex-
treme observation in evaluating a probit/logit/tobit/truncated
datapoint. This option can be used to avoid bad starting values.

e If OUTLY = 1 the program will set extreme outlier observations to
boundary values if encountered, and will continue estimation. The
program will also adjust negative variances or correlations out of
bounds. Any corrections will be printed.

e If OUTLY = 2 the program will make the same corrections as
OUTLY = 1, but will not print the correction.

ESTIMA = # where # is 0. 1, 2, 3, 4, or 5. The default is 0. This option determines the
estimation iteration control. See the Appendix on Fletcher-Powcell for more
details.

e If ESTIMA = 0 the program uses both steepest descent and Fletcher-
Powell iteration methods. The program will use the cross—products
of the gradients after steepest descent as starting values for the
Fletcher-Powell second derivatives matrix. If this is not invertible a
partial identity matrix will be substituted.

e [f ESTIMA = 1 the program stops after the steepest descent section.

e If ESTIMA = 2 same as option (=0) except that the program only
uses Fletcher—Powell, no steepest descent. This option or (=3) should
be used if time limits were reached on previous runs and a problem
is being restarted in the middle.

e If ESTIMA = 3 same as option (=2) except that an identity matrix is
used for starting values of the Fletcher—Powell second derivatives
matrix not the cross-products of the gradients.

e If ESTIMA = 4 there will be no estimation at all. The program will
compute coefficient standard errors using input values, and will per-
form exogeneity testing, and residual analysis. This option applies 1o
both coefficient estimation and inter—equation or time period error
correlation estimation.

o If ESTIMA = 5 same as option (=4) cxcept that cocfficient standard
errors are also not computed. Unlike option (=4), this option does
not apply to inter—equation or time period error correlations, only to
coefficients. If ECORR > 0 or TCORR > 0 the program will es—
timate correlations using both steepest descent and Fletcher—Powell.
Note that if ECORR = 3 or TCORR = 3 then ESTIMA applies only
to correlation estimation.

CNVRG = # where # is 0, 1, 2, 3, or 4. The default is 0. This option determines the
criteria used for parameter convergence. See Appendix on Fletcher-Powell for
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GIOL = #
FTOL = #
PTOL = #
FETOL = #
ITERA = #
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more details.

e If CNVRG = 0 the program requires three criteria to all be satisfied
for convergence. These are:

1. The maximum element of the parameter gradient vector is less
in absolute value than GTOL;

2. The absolute proportional change in the function value is less
than FTOL for two iterations (this criteria should not be used
with TYPE = 3 with just-identificd models); and

The maximum absolute proportion change of any parameters is
less than PTOL for two iterations.

E.Q

e If CNVRG = 1, the program will stop when any of the convergence
criteria specified in option (=0) are satisfied.

e If CNVRG = 2, the program will stop only when the gradient con-
vergence criteria is satisfied.

e If CNVRG = 3, the program will stop only when the function
change convergence criteria is satisfied.

e If CNVRG = 4, the program will stop only when the parameter
change convergence criteria is satisfied.

where # is any real number not expressed in scientific notation > 0. The
default is .00001. This option determines the tolerance used for convergence by
the maximal absolute element of the parameter gradient vector.

where # is any real number not expressed in scientific notation > 0. The
default is .0000001. This option delermines the tolerance used for convergence
by the absolute proportional change in the function value. It must be satisfied
for two iterations.

where # is any real number not expressed in scientific notation > 0. The
default is .0001. This option determines the tolerance used for convergence by
the maximal absolute proportional change of any element of the parameter vec-
tor. It must be satisfied for two iterations.

where # is any real number not expressed in scientific notation > 0. The
default is .00001. This option determines the tolerance used for convergence in
estimating the fixed effect if FIXED = 1. It does not apply otherwise. The
tolerance should be weakened if the program has trouble getting started when
estimating a fixed effect model. When trouble is encountered the program will
print an error message if QUTLY = 1 or 2.

where # is any non-negative integer. The default is 50. This
oplion determines the total combined number of iterations allowed in the
steepest descent and the Fletcher—Powell section of program estimation.
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where # is any non-negative real number. The default is 5. This option
determines the total number of CPU seconds allowed for both stecpest descent
and Fletcher-Powell sections of the program. This option applies only if a
CPU timer is used in the program.

3.7.8. Options Controlling Output Printed and Output Punched

The following options control what information from estimation is printed out to the out~
put and punch files.

Option
PCOVA = #
IPRINT = #
CWRITE = #
RPRINT = #
RWRITE = #

Description

where # is 0 or 1. The default is 0. This option determines if the full
covariance matrix of estimated parameters is printed.

e If PCOVA = ( the matrix is not printed.

e If PCOVA =1 it is.

where # is 0 or 1. The default is 0. This option determines if iteration in-
formation is printed. If IPRINT = 0, the program prints information on each
iteration of the estimation process. If IPRINT = 1, then the program prints
only summary information.

where # is 0, 1, or 2. The default is 0. This option determines whether es—
timated parameters are punched (written on disk) on device IPC (generally set
o 7).

e If CWRITE = 0 no coefficients are punched/written.

s [f CWRITE = 1 the program punches/writes final coefficient (and
inter—equation or time period correlations if ECORR > 0 or TCORR
> 0) estimates on device IPC using format (5D16.9). Coefficient or—
der is the same as printed.

e If CWRITE = 2 same as option (=1) except that coefficients
(correlations) are  also  punched/written at  each  steepest
descent/Fletcher—-Powell iteration. This option is useful if the com-
puter run can fail in the middle.

where # 1s 0 or 1. The default is 0. This option determines whether the
program performs and prints a residual/predicted value analysis.

e If RPRINT = 1, the program will compute predicted values,
probabilities, expected value of the error, and fixed effects for each
observation/time period/equation analyzed. See RWRITE for details
on what is printed.

e If RPRINT = 0 no residual analysis is done.

where # is any non-negative integer. The default is 0. This option determines
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if residual analysis information 1is punched/written on disk for each
observation/time period/equation. This option can be used independently of
RPRINT.

e If RWRITE = 0 nothing is punched.

o If # > 0 then # will be the device number that residual terms are
punched/written on. Order of punch is the same as residual print,
i.e.,, by equation, then time period, then cross-section observation.

For each equation/time period/observation the following four items are
punched (or printed for RPRINT). (All computations are on a single equation
basis.)

e For LOGIT Model Specifications:

1. The dependent variable (0/1),
2. The predicted X' 4, i.e, x'4= x'b,
3. The probability y, = 1, and

4. A variable always 0.

¢ For PROBIT Model Specifications:
1. The dependent variable (0/1),

2. The predicted x'j. i.e., x£ﬂ= X'b.
3. The probability y, = 1, and
4. E(e |y,=1). (This variable can be used in other equations to

correct for sample selection bias.)

e For Tobit Model Specifications:

—

. The dependent variable,

o

. The predicted latent dependent variable y”, i.e., f/“ = X'b,

1

3. The probability (PR) that y, will not be at the masspoint, and

oS

. E(e |yil is not at the masspoint), E. This number and PR allows
the easy calculation of the expectation of the observed y vari-
able given X, i.e. AE(yulxn) = (1 - PR) times the mass point
value + PR times (y, + E). The expectation of the observed y
given it is not at a masspoint also follows easily as y, + E.

¢ For DBLTOB Model Specifications:

1. The dependent variable,

2. The predicted latent dependent variable v”, i.e., §“ = X',

1
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3. The probability (PR1) that y, will not be at either masspoint,
and

4. E(e ]y, is nol at a masspoint), E. If a fixed effect is not used,
this number and PR1 and PR2 allows the casy calculation of the
expectation of the observed y variable given x, i.e. E(yil|xil) =
PR2 times the non-zero mass point value + PR1 times (yil + E).
The expectation of the observed y given it is not at either
masspoint also follows easily as §“ + E.

5. The probability (PR2) that y, will be at the non-zero masspoint.
This item will not be printed/punched if a fixed effect is used
for this equation. Note that the probability that y, Will be at
the zero masspoint is 1 - PR1 - PR2.

e For TRUNCATE Model Specifications:

1. The dependent variable,

2. The predicted y before truncation, ie., y, = x'b

it
3. The probability that y, will be in the non-truncated range,

4. B(e |yil is not truncahled), E. The expection of y given it is not
truncated follows as y, + E.

e For REGRES or IMPLICIT model Specifications;
1. The dependent variable (0 for IMPLICIT),

2. The predicted y, ie. y, = x'b,

11

3. The residual y, - x'b, and

4. The standardized residual (y, - x;'b)/ o,

where b is the estimate of g, If a fixed effect is computed for any equation,
its valve is punched/written as the fifth item, for a total format of (5D16.9).
If some equations have fixed effects and some don’t, all punches will be in
(5D16.9) format, but the fifth variable will be zero for thosc cquations without
a fixed effect. If no equations have fixed cffects, the above four items are
punched/written the format is (4DD16.9). If any equation has a DBLTOB de-
pendent variable then the format used is (5D16.9) for all equations.

where # is any non-negative integer. The default is 0. This option determines
if the covariance matrix of model error terms is punched/writien on disk.

e If MWRITE = { nothing is punched.

o If # > 0 then # will be the device number that the covariance
matrix of model error terms will be punched/written on. This op-
tion only applies if TYPE = 4, and is useful an input to the LISREL
program if dichotomous or Tobit indicators are present. The matrix
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is punched as a single vector. lower-triangular matrix in (5D16.9)
format. Element order is (1,1), (2,1), (2,2), (3.,1), (3,2), (3.,3). (4.1), ...

3.8. TIME VARIATION CARD

This set of commands is optional; it is used if and only if TIME > 1. It is used to
identify any variables which are constant over time, or any variables which are to be expressed
as "deviations-about-cross-sectional-means”. For the former type, list any variables which are
constant over time for cach cross—sectional unit (thus all variation in these variables is cross-
sectional) on this card. Each variable should be listed as: V# = C where # is the number of
the variable.  Variable names can be substituted for numbers. Names do not have to be
bracketed (its optional here). The "=C" term must be used for the first variable on the card,
but is optional for all others. Variable strings can also be used, indicated by a "-". Thus, Vi,
- V#, = C will imply that all variables from #, to #, are constant over lime.

If variables (including those in strings) are preceded by an "N" they will not be assumed
to vary. Thus, for example V1-V10=C,NV8 states that all variables between one and ten except
eight are constant. Variable names can be used in strings (its number is used in determining
the range) and with the N term. In the latter casc variable names must be bracketed, i.e.
N[REEDER]. Variables (or strings) should be separated by blanks or commas and $ used for
line continuation. If a variable is not listed it is assumed to vary over time. This option
saves storage space and helps 1o specify inter-temporal orthogonality conditions if TYPE = 3.
Only those variables used as independent variables in the run need be specified.

This card can also be used to specify variables which will be used in the form of
"deviations-about-cross-sectional-means.”  Each such variable should be listed as: V# = D
where # is the number of the variable. Any such variables must use = D (unlike constant
variables where only the first must have = C). The "N" option can also be used, as well as
strings and variable names. Variables can be mixed, with some =C and some =D. A variable
cannot be used both ways however. All variables assigned this option will be used in deviation
form except dependent variables used for logits/ probits/tobits/truncated/double tobits and
variables used for likelihood weighting. For regression dependent variables, only observations
used for an equation will be used in computing the cross-sectional mean. The use of this op-
tion is equivalent to using a fixed effect model (FIXED = 1) for a regression, and should
gencrally not be used with either a fixed or random effects model (TYPE = 2).

If no variables are specified to be constant over time or deviations about their cross—
sectional means, then do not include the TIME VARIATION CARD.

3.9. BASIC EQUATION CARD

This card, the BASIC EQUATION CARD, followed by the EQUATION VARIABLE
CARD (optional) and EQUATION TESTING CARD (optional), must be read in for each equa-
tion (EQUA) in order. That is, the cards (possibly 3 if both optional cards are included) for
equation one are specified first, followed by the cards for equation two, followed by the cards
for equation three, elc....

Option Description
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DEP = V# or DEP = V# XX.V#, or DEP = V# XX.#,

FIXED = #

where # and #. are any integers from 1 to VAR*, #, is any real number not
expressed in sc1ent1f1c notation and XX is one of the logical operators (GT, LT,
GE, LE, EQ, NE). Variable names bracketed by [ and ] can be substituted
for V# and/or V#, Only DEP = V# (or named) is necessary with defaults
for the rest explained below. This option generally sets the equation’s depend—
ent variable as V# .

¢ For MODEL = REGRES that is all that is necessary.

If MODEL = IMPLICIT then DEP should not be included.

¢ If MODEL = PROBIT or MODEL = LOGIT then the event occur-—
ring Y = 1) is determined by whether the expression following DEP
= is true (using standard FORTRAN treatment of the operator). If
true, then Y = 1, otherwise Y = 0. The value in V#, can be com-
pared to either another variable, V#,, or a real number, #..

e If MODEL = TOBIT then the obscrvation is a non-masspoint with
value of the variable V# if the expression following DEP = is true.
If it is false then a masspomt with value of the variable V#, or #,
is assumed. Thus lower or upper bounds and/or variable masspomts
are allowed. Only the operators LT, GT, LE, or GE can be used.

e If MODEL = DBLTOB, then one of the masspoints is set by DEP as
with MODEL = TOBIT. The other masspoint is 0. If V# LT. or
.LE. is used, then V#, (or V#,) is the upper bound and 0 is the
lower bound. If V#, .GT. or GE is used then V#, (or V#)) is
the lower bound and 0 is the upper bound. i

e If MODEL = TRUNCATE then the expression determines which ob-
servations are used for the equation with V#, or #, as the trun-
cation point.

If only V#, is specified with LOGIT, TOBIT, PROBIT or TRUNCATE, then
the default is .GT.0

where # is 0 or 1. The default is 0. This option applies only with panel data
(TIME > 1) and determines if an additive fixed effect is to be included in the
equation.

o If FIXED = 0, no fixed effect is included in the equation.

o If FIXED = 1 the program will estimate a fixed effect, which is en-
tered additively into the equation, for each unit observation if TYPE
= 1 or 3. This is equivalent to estimating a separate intercept term
for cach cross—sectional unit. Thus, an cquation constant should not
generally be specified. Therefore, the command CONST is automati—
cally set to one for all equations where FIXED = 1. With a LOGIT
or PROBIT model, any observations with a constant dependent vari—
able over time will not be used in estimation. Similarly, for Tobit
models any observations located at one masspoint for all time periods
will be excluded. The final fixed effect can be printed out/punched
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using RWRITE or RPRINT.

The fixed effect is calculated recursively, and independently of the other
parameters. At each iteration, for each cross-section unit, the program cal-
culates the intercept which maximizes the likelihood for the equation. This is
usually equivalent to finding the intercept which sums the residuals to zero for
the equation (hence the reason not to have an equation constant). The program
uses a one-term Newton Raphson iteration scheme to solve iteratively for each
intercept allowing up to ten iterations for convergence by the criteria FETOL.
With regressions this should only take one iteration. The computed intcrcept is
used as a starting value for the next iteration. If problems are encountered the
program will stop and may require different starting values (see FESTAR
below). Several words of warning are in order. Since a separate intercept is
estimated for each cross-section unit, no independent variables should be used
which do not vary over time. A sign that this has been violated is the failure
of the program to invert the second derivatives for standard errors satisfac—
torily.  Also note that when a fixed effect is used, the program’s standard
errors=—which ignore the fixed effect—-—may be in error. Note as well, that for
regression models, parameters equivalent to a fixed effect model can be com-
puted by using the TIME VARIATION CARD to express the independent and
dependent variables as deviation—about-the-means. This method is cheaper than
FIXED = 1.

FESTAR = # where # is any real number not expressed in scientific notation. The default is
0. This option applies only with a fixed effect (FIXED = 1) and determines
the starting value of the fixed cffect for all observations in the first iteration.
Since the estimated fixed effects are "intercepts" for each cross-sectional unit,
the value of FESTAR should be set to the "average" intercept. A good es—
timate would be the constant term from a previous equivalent model run with-
out a fixed effect. 1f observations are scaled to have an average intercept of
approximately zero the default can be used. Note, that if a poor starting value
is used the program may not be able to iterate at all and will "bomb” on the
first iteration.

UCROS = #, TO #,

where #, is any integer from 1 to OBSV and #, is any integer from # 10
OBSV. The default for # is 1 and for #, is OBSV. If UCROS is not
specified here, the default is to use all observations specified on the MASTER
CONTROL CARD. This option determines which observations are used for this
equation.  Instructions are the same as on the MASTER CONTROL CARD.
The observations used will be a subset of those specified on the MASTER
CONTROL CARD.

XCROS = #, TO #,
where #, is any integer from 1 to OBSV and #, is any integer from #, 1o
OBSV. If XCROS is not specified here, the default is to use all observations
specified on the MASTER CONTROL CARD. This option determines which
observations are excluded for this equation. It cannot be used with UCROS on
the BASIC EQUATION CARD. Instructions are similar to those of UCROS.
UOBSV = V# XX.V#, or UOBSV = V# XX #,

where # and #, are any integers from one to VAR#*, #, is any real number

1 3
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not expressed in scientific notation and XX is one of the logical operators (GT,
LT, GE. LE. EQ, NE). Variable names bracketed by [ and 1 can be sub-
stituted for V#, and/or V#,  The default if UOBSV (and UCROS and
XCROS) is not specified is to use all observations/time periods specified on the
MASTER CONTROL CARD. Same general instructions are used as UCROS.
This option determines which specific observations/time periods are used for

this equation only.

MODEL = XX where XX equals LOGIT, PROBIT, TOBIT, DBLTOB, TRUNCATE,
IMPLICIT and REGRES. This option overrides the model specification on the
MASTER CONTROL CARD for this equation only. If not specified on the
BASIC EQUATION CARD, the program defaults to the model specification
given on the MASTER CONTROL CARD.

SIGMA = # where # 15 0, 1, 2. 3, or 4 The default is to set SIGMA to the value set on
the MASTER CONTROL CARD. This option overrides the treatment of the
model error term variance/standard deviation given on the MASTER CONTROL
CARD for this equation only.

3.10. EQUATION VARIABLE CARD

This card is included for each equation, immediately following its corresponding BASIC
EQUATION CARD if linear equations are used (NONLIN = (). If NONLIN > 0. the card is
rcad only if TYPE = 3. With linear systems, this card is used to specify the independent
variables used in each equation with the exception of the constant which is automatically in-
cluded if CONST = (. If CONST = 1 (or FIXED = 1) the constant may be selectively in-
cluded as variabie VO or CONSTANT (it can’t be included in strings). Variables are listed as
V# = #, where # is the number of the variable, and #, is an optional code. Variable
names can be substituted for V# . Unlike most other cards, names do not have to be
bracketed by [ and 1 here (its optional).

Variable strings can also be used, indicated by a "-" between variables. Thus V# - V#,
= #, (the = #, is optional) implies that all variables from # to #, will be included in the
equation (or given the code #,). If variables (including those in strings) are preceded by an
"N", they will not be included. Thus, for example, V1-V10,NV8 implies that all variables from
one [0 ten except variable eight will be included. If CONST = 0, the constant may be selec—

tively excluded from equation by the use of NV0 or NICONSTANT].

Variable names can be used in strings (the number is used to determine the string range)
and with the N command. When names are used after N they must be bracketed by [ and J.
If a variable appears more than once on the EQUATION VARIABLE CARD its status will be
determined by the last reference. Variables (or strings) must be separated by blanks or a
comma.

Variables can be placed in any order on the EQUATION VARIABLE CARD. However,
the program will always reorder them according to their variable numbers. Variable coef-
ficients will be ordered in ascending order according to their numbers, followed by the con-
stant (if used) for each equation.
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The variable code, #,, has fifteen options.

If #, = 0 (the default if = #, not included) the variable is included in the equation
with contemporancous orthogonality conditions only. This option (or =15) should be
used unless TYPE = 3. If TYPE = 3. this option is indicated by a "C" next to the
variable on printout.

If #, = 1 the variable is included in the equation with full contemporaneous, for-
ward (lead), and backward (lag) orthogonality conditions with the number of leads
and lags dctermined by LAGS. This is equivalent to option (=0) if TIME = 1,
TYPE is not equal to 3, or the variable does not vary over time. This option is in-
dicated by a "A" next to the variable on printout.

If #, = 2 the variable is included in the equation with forward orthogonality con-—
ditions (residual is orthogonal to future and contemporaneous values of the variable),
with the number determined by LAGS. This is equivalent to option (=0) if TIME =
1, TYPE is not equal to 3, or the variable does not vary over time. This option is
indicated by a "F" next to the variable on printout.

If #, = 3 the variable is included in the equation with backward orthogonality con-
ditions (residual is orthogonal to past and contemporaneous values of the variable),
with the number determined by LAGS. This is equivalent to option (=0) if TIME =
1, TYPE is not equal to 3, or the variable does not vary over time. This option is
indicated by a "B" next to the variable on printouts. )

If #, = 4 the variable is included in the equation but is not used in any or-
thogonality conditions. This is useful with endogenous variables, but restrictions in
the parameters or extra instruments are generally needed.

If #, = 5 the variable is included in the equation but contemporaneous orthogonality
conditions are not imposed. Forward and backward (lcad and lag) orthogonality con—
ditions are imposed however. This is the same as option (=4) unless TYPE = 3 and
TIME > 1.

If #, = 6 the variable is included in the equation but contemporaneous orthogonality
conditions are not imposed. Forward only conditions are imposed (future). This is the
same as option (=4) unless TYPE = 3 and TIME > 1L

If #, = 7 the variable is included in the equation but contemporaneous orthogonality
conditions are not imposed. Backward only conditions are imposed (past). This is the
same as option (=4) unless TYPE = 3 and TIME > 1.

If #, = 8 same as option (=0) except the variable is not included in the equation.

If #, = 9 same as option (=1) except the variable is not included in the equation.

lavel
)
B
<9
I

10 same as option (=2) except the variable is not included in the cquation.

= 11 same as option (=3) except the variable is not included in the equation.

~
=
3
(&)
|

—
-
3

(]

I

12 same as option (=5) except the variable is not included in the equation.

31
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e If #, = 13 same as option (=6) except the variable is not included in the equation.
e If #, = 14 same as option (=7) except the variable is not included in the equation.
o If #, = 15 the variable is not included in the equations nor is it in any or-

thogonality conditions. This option is equivalent to not specifving the variable or
including NV# .

3.11. EQUATION TESTING VARIABLE CARD

This card is read only if TEXOG = 1 (exogeneity tests) and TYPE = 3. If TEXOG =1
this card must be present even if it is blank. This card should immediately follow the
EQUATION VARIABLE CARD for each equation. Any variables for which exogeneity restric—
tions are tested should be specified. The format is identical to thc EQUATION VARIABLE
CARD. Users may (optional) precede the variable code by the character "T" (for identification
only, e.g,, V22 = T1). Only tested restrictions need be listed, thus only those variables with
more orthogonality conditions than in the estimating equations need be specified. No variables
can be used with less orthogonality restrictions than in the estimating equation. Furthermore,
the number of implied estimated paramecters cannot be larger than those in the estimating
equation. Thus all new variables must have codes of §-14. If the EQUATION TESTING
VARIABLE CARD is blank, any over-identifying restrictions in the basic model will be tested.

3.12. ORTHOGONALITY CONDITION TEST CARD(S)

This card is read TSUB times if TSUB > 0. On each card, numbers are read specifying
the orthogonality conditions to be tested with a chi-square test as a subset of the large ex-—
ogeneity test specified on the EQUATION TESTING VARIABLE CARD. Each chi-square test
has a separate card. Cards have the following form:

SUBSET = #,, #,..., #,

where # ... #, are the numbers of the tested restrictions in the sub—test. N cannot be larger
than the number of over-identifying orthogonality conditions in the model (including those
specified on the EQUATION TESTING VARIABLE CARD). # ...#  refer to the order of
the orthogonality condition and can be computed as follows. Variables are entered into the
model first by equation then by ascending order given their variable number with the constant

last (V1,V2......V0). Within variable, the order is:

1. Contemporaneous ORTHOGONALITY CONDITION;
2. lead one period ORTHOGONALITY CONDITION;
3. lag one period ORTHOGONALITY CONDITION;

n. lead TLAG period ORTHOGONALITY CONDITION;
n+1l. lag TLAG period ORTHOGONALITY CONDITION.

The orthogonality condition for SIGMA (not used if SIGMA = 3,4) follows the variables for
regression, implicit function, Tobit, double Tobit, and truncated models for each equation, i.e.,
equation 1 variables, sigma 1, equation 2 variables ....
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3.13. NON~LINEAR EQUATION CARD(S)

Each equation specified by the system must have a separate equation card input if NON-
LIN = 1 or 2. If NONLIN = 1, cards must also be input for each equation error variance
(standard deviation) estimated (exclude probits/logits), the random effects parameter for each
equation if TYPE = 2, and each cross-equation correlation if TYPE = 4. Given that there are
EQUA total equations to be estimated, the order of equation cards is:

Equation card for equation 1.

Error Variance (or Standard Deviation) for equation 1 (only NONLIN=1).
Random effects for equation 1 (only NONLIN=1).

Equation card for equation 2.

Error Variance (or Standard Deviation) for equation 2 (only NONLIN=1).

Random effects for equation 2 (only NONLIN=1).

Equation card for LAST equation.

Error Variance (or Standard Deviation) for LAST equation
(only NONLIN=1).

Random effects for LAST equation (only NONLIN=1).

Correlation (or Covariance) between equations 1 and 2 disturbances
(only NONLIN = 1).

Correlation (or Covariance) between equations 1 and 3 disturbances
(only NONLIN = 1),

Correlation (or Covariance) between equations 2 and 3 disturbances
(only NONLIN = 1)

Correlation (or Covariance) between equations 2 and 4 disturbances
(only NONLIN = 1).

Correlation (or Covariance) between SECOND~-TO-LAST and LAST equation
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disturbances (only NONLIN = 1).

Note that only equation cards are included if NONLIN = 2.

Equation cards must have the following form.  The first character is an equation
delimiter. For an equation it must be an "E". For an error variance it can be an "S" sig—
nifying that the estimated parameter is the error standard deviation or an "V" signifying that it
is the variance. This overrides what is given in the SIGMA option (if however, SIGMA = 3
or 4 and TYPE = 3 then the sigma orthogonality condition is not imposed, whether or not the
variance or standard deviation is specified is determined here). For a random effects card it
must be a "P". For a cross-equation correlation it must be a "P" indicating the parameter is
the cross—equation correlation or a "C" indicating that it is the cross-equation covariance.

The equation delimiter may be followed (optional) by a number indicating equation num-
ber (although equations must be read in order). This number need not be specified. The next
character must be "=". After "=" the equation itself is spelled out. Each equation is made up
of functions of variables (indicated by V# or names bracketed by [ and 1), parameters
(indicated by B#), and numbers (#, can be real). The parameters can be numbered in any
order, but all parameters from Bl1-B(max) must be specified on some system card. If NONLIN
= 2 then equation error variances and intercorrelations (optional) will be assigned numbers fol-
lowing B(max).

Each equation is made up of "elements" combined by the operations +, -, *, /. Each
"elemen!" has the following form:

ax*xfr /)b **c (i.e. ab®
where:
a = # (any real number not expressed in scientific notation), and
b = # (any real number not expressed in scientific notation), or
b = LN# (natural log of any positive number), or
b = V# (any variable. The name of the variable bracketed by [ and ] may be sub-

stituted for V#), or

b = LNV# (natural log of any variable. The name of the variable bracketed by [ and ]
may be substituted for V#), or

b = B# (any parameter), or

b = LNB# (natural log of any parameter), or

b = (.) where the ... are other elements with a single layer of parenthesis, or
b = LN(.) natural log of what is in the parenthesis, and

c=# (any real number not expressed in scientific notation. There is a restriction
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however. If "¢" is larger in absolute value than 1, it will be rounded to the
nearest integer), or

c = V# (any variable. The name of the variable bracketed by [ and ] may be sub-
stituted for V#), or

c = B# {any parameter).

Note: only one layer of parenthesis is allowed and parenthesis cannot follow exponentiation
(*%). Any of the terms a, b, ¢ are optional.

Some examples are:

E=B1+B2*V2+Bl* (B3*x*2+LNV6/B6) *xV3
S3=B2x%~-Bl-6,37+LN(B3/B1/B7*xB2+3) * (B1+B2)
E=B1+[REEDER]**2*B2+ ([NEW]*B3+[REEDER]*V5%*B4) x*V2
P=B1*B2x ([REEDER]J+LN[NEW])+B2x[ DEPTOB]

3.14. RESTRICTION CARD(S)

Each restriction specified by the system must have a separate restriction card if RESTRI
> 0. For each parameter restriction, a restriction equation is read in on a scparate line. The
restriction equations have the following form. On the left-hand side of the expression, one

must specify the parameter or a function of the parameter to be resiricted. In particular, the
left-hand side of the restriction can take the following form:

ax*for /)b *xc¢c = (i.e. ab®)
where:
a=# (any real number not expressed in scientific notation), and
b = B# (the parameter to be restricted), and
c = # (any real number not expressed in scientific notation. There is a restriction

however. If "c" is larger in absolute value than 1, it will be rounded to the
nearest integer).

a and c are optional. b is not. Note that a parameter can be restricted only once.

Each restricted parameter (or function of a restricted parameter) can be restricted to be
equal to functions of constants and/or unrestricted parameters. In particular the right~hand
side of the restriction expression can take the following form:

ax*xfr /)b **c (or -¢ (i.e. abh®)

where:
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a=# (any real number not expressed in scientific notation), and

b = # (any real number not expressed in scientific notation), or

b = B# (any unrestricted parameter), or

b = (.) where the ... are other elements with a single layer of parenthesis, and

c = # (any real number not expressed in scientific notation. There is a restriction

" v

however. If "c¢" is larger in absolute value than 1, it will be rounded to the
nearest integer).

Note: In the right-hand terms of the restriction, only one layer of parenthesis is allowed and
parenthesis cannot follow exponentiation (**). Any of the terms a, b, ¢ are optional.

In the specification of resirictions, the parameters are defined in the following way. If
non-lincar equations are used, then the parameters are specified using the same "B" numbers
used to write out the equations on the NON-LINEAR EQUATION CARD(S). For NONLIN =
2. error variance and intercorrelation parameters are numbered following the maximum
parameter used in the non-linear equations. The numbering order is: the error sigma for
equation one, the random effect of equation one (if used). etc. These are followed by eguation
error covariances using the same pattern as NONLIN = 0 if TYPE = 4. If linear systems are
used (NONLIN = 0), all parameters are specified as B#. where the # denotes the order of the
parameter.  This parameter order 15 as follows. The coefficients corresponding to the variables
in Equation One come #irst, with the coecfficient number being equal to the ascending order of
the variable numbers (i.e. V1,V2, ...) except for the constant (V0) which always is the last
cocfficient in cach equation. Then comes the error sigma (optional) of Equation One, the ran-—
dom effect of Equation One (optional), then the same parameters repeated for Equation Two,
etc. If TYPE=4 these are followed by the correlation of equations 1 and 2, 1 and 3, 2 and 3,
1 and 4. ...

Some examples of restriction cards are:

2.73/B2=B4/B5+B7xx%4
~B2xx% .5=Blx (R4+B5) x*2+B6/B5** .5

3.15. COEFFICIENT STARTING VALUE FORMAT CARD

This card is read only if FORMAT=1 on the MASTER CONTROL CARD and START =
0. 1. 3 (or if ECORR =3 or TCORR =3). The FORTRAN format used to read coefficient
values on the COEFFICIENT STARTING VALUE CARD is read here. It should be a standard
FORTRAN format (with parenthesis) but not take more than one line. For example,
(4F10.4,3X,3F12.3)
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3.16. COEFFICIENT STARTING VALUE CARD

If START = 0, 1, 3 (or ECORR = 3 or TCORR = 3), the parametcer starting values
should be read here by either the format of (5D16.9) if FORMAT=0 or the format read in on
the preceding FORMAT CARD. Parameter order is: equation one variable coefficients (in as—
cending order of numbers but with constant last), equation one error sigma (optional), equation
onc random effects (optional), equation two parameters elc......, correlation of equations 1 and 2
(optional if TYPE=4), correlation of equations 1 and 3 (optional), correlation of equations 2
and 3 (optional) ... If NONLIN = 1 then parameter order corresponds to the B's specified on
the NON-LINEAR EQUATION CARD(S). If NONLIN = 2 then parameters of the non-linear
cquations following the order given by the B's on the NON-LINEAR EQUATION CARD(S).
These are followed by error sigmas, random cffect parameters, and equation error covariances
in the same order as NONLIN = 0. If NONLIN > 0 then starting values equal to zero should
be avoided (unless restricted) as they can cause problems.

3.17. WEIGHTING MATRIX COEFFICIENT FORMAT CARD

This card is read only if FORMAT=1 on the MASTER CONTROL CARD and START =
1 (or START = 1, 3 and if ECORR =3 or TCORR =3). The FORTRAN format used to read
coefficient values on the WEIGHTING MATRIX COEFFICIENT CARD is read here. It should
be a standard FORTRAN format (with parenthesis) but not take more than one line.

3.18. WEIGHTING MATRIX COEFFICIENT CARD

If START = 1 (or START = 1, 3 and if ECORR = 3 or TCORR = 3), the coefficients
used to form the weighting matrix if TYPE = 3 and OPTWT = 0 should be read here by ei-
ther the format of (5D16.9) if FORMAT=0 or the format read in on the preceding FORMAT
CARD. Parameter order is the same as on the COEFFICIENT STARTING VALUE CARD.

3.19. TIME PERIOD CORRELATION FORMAT CARD

This card is read only if FORMAT=1 on the MASTER CONTROL CARD and TCORR =
1 {(or TCORR = 3 and START = 0, 1). The FORTRAN format used to read starting values of
time-period correlations on the TIME PERIOD CORRELATION CARD is read here. It should
be a standard FORTRAN format (with parenthesis) but not take more than one line.

3.20. TIME PERIOD CORRELATION CARD

If TCORR = 1 (or TCORR = 3 and START = 0, 1), starting values for the time period
correlations are read by either the format of (5D16.9) if FORMAT=0 or the format read in on
the preceding FORMAT CARD. The time period correlations are read as elements of a con-
tinuous lower triangular matrix ( i.e. correlation 1 and 2, correlation 1 and 3, correlation 2 and
3, etc...)
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3.21. EQUATION CORRELATION FORMAT CARD

This card is read only if FORMAT=1 on the MASTER CONTROL CARD and ECORR =
1 (or ECORR = 3 and START = 0, 1). The FORTRAN format used (o read starting values of
cross—equation correlations on the EQUATION CORRELATION CARD is read here. It should
be a standard FORTRAN format (with parenthesis) but not take more than one line.

3.22. EQUATION CORRELATION CARD

If ECORR = 1 (or ECORR = 3 and START = 0, 1), starting values for the equation cor—
relations are read by either the format of (5D16.9) if FORMAT=0 or the format read in on
the preceding FORMAT CARD. The cross—equation correlations are read as elements of a
continuous lower triangular matrix ( i.c. correlation 1 and 2, correlation 1 and 3. correlation 2
and 3, etc...)

3.23. TRANSITION CARD

This card signals the end of the main HotzTran program and the desire to read another
data file. It has the following commands

Option Description
SAMPLE This command instructs the program to return to the beginning of the program

to read another DATA CONTROL CARD. If SUBROUTINES USER or USEO
are used, the variable ISAMP will indicate the number of the sample being
read. It can be accessed by including the statement: COMMON /G/ISAMP in
the subroutine.  The entire command SAMPLE must be spelled out (no
abbreviations).

REWIND = # where # is any positive integer. This option will rewind the file on device
#. The entire command REWIND must be spelled out (no abbreviations).

ENDFILE = # where # is any positive integer. This option will end file the file on device
#. The entire command ENDFILE must be spelled out (no abbreviations).
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3.24, SUMMARY OF PROGRAM OPTIONS

By way of summary, the following is an alphabetical list of Options which may be
specified on the DATA CONTROL, MASTER CONTROL and BASIC EQUATION CARD. For
each option, the following information is provided: (1) the card on which the option appears,
(2) a brief description of the option, (3) the values the option can take, and (4) the page in
the manual where the option is described in detail. The default value for each option is either
underlined or noted as "(def. XXXX)."

Option Card Description of Option Values Page

(0 generally
means option

not used)
CNVRG MASTER Convergence criteria control 0, 1, 2, 42
3, 4
CONST MASTER Constant control 0, 1 32
CWRITE MASTER Coefficient punch/disk write 0,1, 2, 44
control (0 = no punch)
DEP BASIC Dependent variable number V# 48
DEP BASIC  Determination of dependent Vi# XX V#, 48
variable (XX = GT, etc.) or #,
DISK DATA Internal observation disk control 0,1, 2 22
DISK MASTER Internal model run data disk control 0,1 38
ECORR MASTER Computation of inter-equation 0,1, 2 3 34
correlations (if TYPE = 1, 3)
EQUA MASTER Number of equations 1,>1 29
ESTIMA MASTER Estimation procedure 0,1, 2, 3, 42
4’ 5’
FESTAR BASIC  Fixed effect starting value 0., # 49
FETOL MASTER Tolerance for fixed effect >0 43
convergence (def. .00001)
FIXED BASIC  Fixed effect control 0, 1 48
(if TYPE =1, 3)
FORMAT DATA  Data input format 0. C.), 21

USER, USEO
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FORMAT MASTER Format control for starting 0,1 41
values
FTOL MASTER Tolerance for function change >0 43
convergence (def. .0000001)
GTOL MASTER Tolerance for gradient >0 43
convergence (def. .00001)
HERMIT MASTER Number of hermite points 1-4, 6. 9 33
(if TYPE = 2)
INPUT DATA Input device (FORTRAN) number INP, > 0 22
IPRINT MASTER Iteration print control 0,1 44
(1 = no print)
ITERA MASTER Maximum number of iterations 0, >0 43
(def. 50)
LAGS MASTER Number of leads/lags for 0 - TIME-1 37
instruments (if TYPE = 3)
LINE DATA  Line width for printout 0,1 22
(1 = 80 characters/line)
MAVER MASTER Number of moving average sums 0 - TIME-1 36
in std. error calculations
MISS DATA Missing variable value code (H, =#, OH 23
(def. no miss)
MISS MASTER Equation missing value control 0.1, 2 38
MODEL BASIC  Model-type LOGIT, PROBIT, 50
TOBIT, DBLTOB,
TRUNCATE,
REGRES, IMPLICIT,
(def. MASTER)
MODEL MASTER Default model-type for all LOGIT, PROBIT 29
equations TOBIT, DBLTOB,
TRUNCATE,
REGRES, IMPLICIT
MWRITE MASTER Device Number (FORTRAN) of 0, >0 46
equation error covariance
punch (if TYPE = 4)
NAME DATA  Variable name control 0, 1 23
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NONLIN
OBSV

OPTWT

OUTLY

PCOVA

PRINT

PSTAN

PTOL

RANDOM

RESTRI

RHO

RPRINT

RWRITE

SCALE

SECS

SIGMA

SIGMA

START
STOP

TCORR

MASTER

DATA

MASTER

MASTER

MASTER

DATA

MASTER

MASTER

MASTER

MASTER

MASTER

MASTER

MASTER

MASTER

MASTER

BASIC

MASTER

MASTER

MASTER

MASTER

non-linear equation control
Number of cross—sectional units

Orthogonality weighting scheme
(it TYPE = 3)

QOutlier control

Print control for parameter
covariance

General data set print control

Standard error control

Tolerance for parameter
change convergence

Factor loading control
(if TYPE = 2)

Number of parameter restrictions

Covariance/correlation control
(if TYPE = 4)

Residual analysis print control

Device number (FORTRAN) for
residual punch

Coefficient scaling control
(1 = no scale)

Maximum number of CPU seconds
Model error variance control
Default model error variance
control

Starting value control

Termination command

Computation of inter-time
correlations (if TYPE = 1, 3)

NS

1, 2
>0

1, 2

>0

(def. .0001)

Qy

00

1. 2

>0

(def. S)

0.1,2 3 4
(def. MASTER)

0,1, 23, 4

0,12 3 4

31

20

36

42

44

22

43

33

32

35

44

44

41

44

29

33

61



62 HotzTran

TEXOG MASTER Exogeneity test control 0,1 37
(if TYPE = 3)

TIME DATA Number of time periods or variable 1, >1 or V# 21

TLAG MASTER Number of test lead/lags LAGS - TIME-1 38
(if TEXOG = 1)

TRANS DATA Number of data transformations 0,>0 24

TSUB MASTER Number of chi—square tests 0.>0 38
(if TEXOG = 1)

TYPE MASTER Estimation procedure 1, 2. 3, 4 30
UCROS BASIC  Cross—sectional unit control #, TO #, 39
UCROS MASTER Cross—sectional unit control # TO #, 49

(all equations) (def. all)
UOBSV BASIC  Observation specific control V# XX V#, 49
(XX = GT, etc.) or #,
UOBSV MASTER Observation specific control Vi# XX V#, 39
(all equations, XX = .GT, or #,
etc.) (def. all)
UTIME MASTER Time period control (if TIME > 1) #, TO #, 39
(def. all)

VARI DATA Number of Variables rcad >0 20
WEIGHT MASTER Variable number for weighting Vi# 32
XCROS BASIC Cross-sectional unit exclusion # TO #, 49
XCROS MASTER Cross—sectional unit exclusion # TO #, 39

(all equations) (def. none)
XTIME MASTER Time period exclusion #, TO #, 39
Gf TIME > 1) (def. none)

3.25. SUBROUTINES USER AND USEO

There are two user—supplied subroutine which can be expanded by users to read in obser—
vations one-at-a—time (SUBRQUTINE USER) or as an entire observation matrix (SUBROQUTINE
USEQ). These subroutines are structured as follows:
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QO QO Qa0

Q00O

SUBROUTINE USER

X IS THE OBSERVATION VECTOR TO BE FILLED, - NVAR IS THE NUMBER OF
VARIABLES, - INUM IS THE NUMBER OF THE OBSERVATION ( INCLUDING
EXCLUDED OBSERVATIONS), - INN IS THE INPUT DEVICE, - IDD IS A
RETURN CODE O0=PROCESS AND CONTINUE (DEFAULT), 1=DON'T PROCESS

63

BUT CONTINUE, 2=PROCESS THIS OBSERVATION THEN STOP, 3=DON'T PROCESS

THIS OBSERVATION AND STOP, 4=ERROR IN INPUT TERMINATE PROGRAM.

SUBROUTINE USER(X,NVAR, INUM,INN,IDD)
DIMENSION X (1)

A READ STATEMENT AND ANY TRANSFORMATIONS AND/OR
VARIABLE CREATION GOES HERE USING STANDARD FORTRAN

RETURN
END

SUBROUTINE USEO

DATA IS THE ENTIRE OBSERVATION MATRIX. IT IS DIMENSIONED LOBS

BY NVAR, WHERE NVAR IS # VARIABLES READ (EXCL. CONSTANT) AND LOBS
IS THE OBSERVATION DIMENSION. NOBS IS THE NUMBER OF OBSERVATIONS.
IF READ TO END-OF-FILE SET NOBS TO RIGHT AMOUNT ON RETURN. FILL
ALL ROWS OF DATA UP TO NOBS. INN IS THE INPUT DEVICE. SET IDD=1
IF INPUT ERROR.

SUBROUTINE USEC(DATA,LOBS,NVAR,NOBS, INN,IDD)

DIMENSION DATA(LOBS,NVAR)

A READ STATEMENT AND ANY TRANSFORMATIONS AND/OR
VARIABLE CREATION GOES HERE USING STANDARD FORTRAN

RETURN
END
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4. INSTRUMENTAL VARIABLES (IV) AND SPECIALTY MODEL ESTIMATION

The objective of this Chapter is to describe the form and properties of the major es—
timators used in HotzTran, and illustrate several specialty models. Many of these estimators,
such as maximum likelihood estimators, are well known. We also heavily utilize a type of es—
timator which may not be as familiar. These estimators reside within a class of generalized
method of moments (GMM) estimators studied by Hansen (1982) and can be represented in the
same form as the nonlinear instrumental variables (IV) estimator of Amemiya (1974, 1977) and
Jorgenson and Laffont (1974). These estimators will also be shown to be related to nonlinear
generalized least squares (GLS) estimators. These estimators are Nonlinear Instrumental Vari-
ables (IV) estimators or Orthogonality Condition (OC) estimaiors.

We present a discussion of estimation utilizing OC or IV estimators using a multi-time
period probit model as an example in the first section. We describe the asymplotic propertiies
of these estimators and also discuss a number of tests which can be performed and for which
the program can supply test statistics, Included in these tests is an "exogeneity" test of vari-
ables which might be used as instrumental variables. In the next section, we discuss how 1o
implement these procedures in HotzTran. We show how these techniques can be applied to
non-probit and multiple~equation systems as well. In the third section we discuss the specific
implementation of 1V methods in HotzTran. In the fourth section we show how these
methods can be applied to other model forms such as Tobits. regressions and multiple equation
systems. We conclude the chapter with three sections detailing specialty models which may be
used quite often with HotzTran. These include: (1) the sample selection bias model. (2} the
Multiple-Cause Multiple-Indicator (MIMIC) model, and (3) non-linear regression models.

4.1. IV Estimation with the multi-period Probit Model

In this section, to make our presentation more concrete, we focus our discussion on the
estimation of the multiperiod probit model. However, the estimation form can be equally well
applied to any of the other model forms available in HotzTran (e.g. Tobit, regressions, etc.).
The principles utilized in multi-time period models can also be shown (o apply to multi-
equation estimation. Extensions to these model forms are presented in the final section of this
chapter.

Throughout our discussion here we assume a multiperiod probit model as expressed in
equations (2.1.4) and (2.1.5). However, it is necessary to be more specific about the nature of
the stochastic environment generating the 3§’s and the x’s. Although this strong an assumption
is not always necessary, lhroughout this section we maintain the assumption that ¢, is uncorre-
lated with x, = {x} X} .., X'.... x4}, ie. functions of current, past, and future x’s; thus that
the x's are strictly exogenous. In the spirit of most cross—sectional analyses, we also rule out
cross-sectional dependencies by assuming that the random vectors {(3 xi')};l‘, where 6! = (3.
... 8.), are independent and identically distributed. We maintain the standard probit assump-
tion that the ¢'s are standard normally distributed, but allow for the disturbances of a given
individual to be serially correlated. That is, E(5, 4,.) need not be equal to zero for t # r.
Given these assumptions, there are a number of possible estimation strategies.

Maximum likelihood is an obvious strategy for estimation. However, as discussed in
Avery, Hansen, and Hotz (1983), the estimation of A  via maximum likelihood under the as-
sumption that E(656') = X, where X  is an arbitrary symmetric positive definite matrix, is
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computationally burdensome if not infeasible with a large number of time periods. Thus,
simplifying assumptions on the structure of %, will generally be necessary 1o implement ML.
A number of these specifications are available in HotzTran, and arec detailed in the next sec—
tion. However. the consistency of estimators is not robust with respect to many of these
simplifying assumplions. As an alternative, the estimation strategy we now outline has the ad-
vantage that it is computationally practical and posscsses desirable large sample properties. This
gain is achicved because our estimators require the evaluation of nothing more complex than
period-by—period probit regression functions. Orthogonality condition (OC) estimators in mul-
tiperiod probit models can be motivated in the following way. Consider the conditional expec—
tation of the observed zero/ome y,’s:

Ely, Ix1 = PLo>-x34,} = F(x:4) (4.1.1)

where F( ) is the standard normal distribution function. This implies the following regression
equation:

Yi = F(xi'xﬂo) +d, (4.1.2)

where d, is a disturbance term orthogonal to all elements in X. For each individual we can
specify a system of T such regressions and thus a vector of T disturbances. In particular,
defining the residual vector:

Hly, x. g = [y, - F(\p) v, - FGLA, .., ¥, - FxL L (4.1.3)
with a typical element H(y , x,, A), then the "true" residuals are:
di' = (dn’ di:’ e dn) = H(yi’ X /’)o)"

The form of these equations suggesis nonlinear generalized least squares (GLS) as a natural es—
timation strategy for g, That is. B, can be estimated by choosing that # which minimizes:

N |
2. HG. x. 50Q H@y, x, £ (4.1.4)
where

Q, = E(dd/|x). (4.1.5)

Assuming, for pedagogical purposes, that Q. were known, the nonlinear GLS estimator of 4.
B, would be the solution to the following first-order condition:

= [

OH(y,, x. A
op

Q'HGy, x, A ] =0 (4.1.6)

here OH(y, x,, A)/34 is a T X k matrix with —f(x!4)x’ as a typical row, where f( ) is the
standard normal density function. It can be shown that the GLS estimator is optimal among
the class of estimators based on the fact that d, is orthogonal to all the elements in x. In
certain cases this estimator is asymptotically equivalent to ML. For example, if T = 1 or X is
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diagonal (thus, the o 's from (2.1.4) are serially uncorrelated). it follows that Q is also a
diagonal matrix. with typical element w,. In this case (4.1.6) becomes:

Z —f(x”ﬂ)x =0 (4.1.7

and the GLS estimator is asymptotically equivalent to the ML estimator for the probit model
with serially uncorrelated disturbances.

In general, the GLS estimator will not be as efficient as ML in cases where 2, is not
diagonal. This is because there is additional information contained in the orthogonality con-
ditions formed with disturbances from regressions of y, not only on x, but the y _'s ( # 1)
and noncontemporaneous exogenous variables which are exploited in ML estimation but not
GLS.

In practice, €, is unlikely to be known since it depends upon not only X, but also X,
and 4. A modified generalized least squares (MGLS) strategy is, therefore, of mterest. Con-
sistent estimators of Q. utilizing consistent estimators of X and g, could be used to obtain
an estimator which is asymptotically equivalent to the GLS estimator. However, the estimators
of the elements of ZO are not easy to compute. The simplest strategy is to estimate each ele~
ment of 2 separately by maximizing the "conditional” likelihood function formed by bivariate
probabilities of the y's for each pair of time periods. where one conditions this function on
estimated values of £. Such estimators are consistent’ and computationally feasible but are
typically expensive to obtain. (They can. however, be computed in the program with the op-
tion TCORR = 1 (or 2 or 3).) Given the estimation of X, one still must construct Q and
invert it for each individual in the sample.

In many problems, implementation of the MGLS estimation strategy may be prohibitively
expensive. Thus, we wish to find estimators of £, which do not necessitate estimation of the
Q.'s (and thus % ). With this goal in mind, it is useful to view equation (4.1.6) in a different
light. An inspection of the first~-order conditions, (4.1.6), shows that the GLS (or MGLS)
coefficient estimator is a special case of the class of estimators which are the form of linear
weighting cross products of sample residuals and their derivatives with respect to B. That is,
B 1s chosen to satisfy:

I« N B
N Zi=l ANiG(yi’ X ﬂ) =0 (4.1.8)

where G( ) is a (Tk) X 1 vector containing all possible cross products of the T residuals,
H{y . x,. A). and the (T x k) matrix, H(y,, x,. #)/34, and A 1s a k X (T°k) weighting
matrix. In the case of GLS, A, consists of zeros and elements of o . Although this choice
of A, is asymptotically opt1mal within the class of estimators which satisfy (4.1.8) as we have
argued previously, the coefficient estimator based on this choice may be difficult, in practice,
to implement. For this reason, we consider estimators which constrain the A .'s to be of the

*This assertion can be proved using an analogous argument to that used by Hansen (1982) in
proving his Theorem 2.3. This method is discussed in Heckman (1978, page 949).
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following form:

Ay = BBy, x. B). (4.1.9)

where B, is a consistent estimator of a k X g conslant matrix and B, is a q X (T°k) matrix
function of y, x, and J (or an estimate of 4 ). Given a parlicular choice of B,, we can in-
dex alternative estimators by choices of the weighting matrix B . Furthermore, it is possible
to choose and consistently estimate that B, which yields the smallest asymplotic covariance
matrix among cslimators which satisfy (4.1.8) and (4.1.9). The choice of B, may be guided by
several considerations. On the one hand, one may choose B, so as to constrain the column
dimensionality of B, . This feature is frequently important in insuring that estimation of an
optimal B is feasible. At the same time, B, may be chosen in order to allow for individual
specific weighting of the elements of G( ) which depend on the unknown parameter A, but
not 2. Specification of the function B,, a priori, enables us to estimate simultaneously these
individual weighting matrices and f,. i

Thus we are led to consider estimators that solve minimization problems with first order
. 3
conditions of the form:

B Z i, M(yi, X. A, =0 (4.1.10)
where B, is a consistent estimator of the matrix B, and M(y,. x. £ = B,(y. x,, AGly,
B).  Such estimators which we denote as Orthogonahty Londmon (00 esumalors can be
viewed as special cases of estimators studied by Hansen (1982). Hansen shows that for a broad
class of weighting matrices, such estimators will be consistent and asymptotically normal. Of
particular importance, he drives both the optimal choice of B, given M(yi. X A), and expres-
sions for the asymptotic covariance matrix of the estimators. This asymptotic covariance matrix
accommodales, without moedification, the conditional heteroskedasticity of di.5 What makes this
method particularly attractive is that computation of a consislent estimator of the optimal B
and of coefficient standard errors does not require a consistent cstimator of 2.

In HotzTran, we consider a specific choice of B,(y, x,, f) (or equivalently of My, x
A)) for the multiperiod probit model. In particular, we consider the following weighted sums
of residual and derivative cross products:

-f(x," Ax,,
[1-F(x, ' IF& ' £

H, %, A ] (4.1.11)

*Alternative motivation and generalizations of this estimation strategy are considered in
Avery. Hansen, and Hotz (1983).

*We note that the resulting asymptotic covariance matrix remains valid even if the off-
diagonal elements of E(élal'[)(') are function of x..
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M@y, % A = 20 [ T HO,. %0 A ] (4.1.12)
i 1 =1 [1-F(X“'ﬂ)][F(Xu'ﬂ)] Yt it
M ( =30 RAALTE H, 08 ] (4.1.13)
S\ X = =j+ lyil’xu’ s
e “i LR ILFGt B)]
for j=1,2, ... p

where X: is a k, length subvector of x, with elements that vary over time and where p < T-1
is the number of leads and lags actually used in estimation (set by option LAGS in the
program). Thus we have grouped the cross product terms into three groups -- those involving
residuals and contemporancous X's, those involving residuals and leads x's, and those involving
residuals and lagged x's. Note that cach residual is weighted (for heteroskedasticily). We
propose a class of OC estimators involving different B, matrices in (4.1.10) with M( ) defined
to be:

[ ]

My %, A)
M, . x, B

M G, x. B

M@y, x, B) = (4.1.14)
M_(y, x,, p)
MG, x, 5)

I. M-p(yi’ Xi’ ’B) J

where the vector M(y, x,, #) has q = k + k,(2p) elements.

Before detailing our actual estimation procedure, let us make a few comments about the
choice of M(y, x,, #) in (41.14). While our choice of the form of M(y, x,, A) (and thus of
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the constraints (4.1.9)) is ad hoc and is intended to reduce computational burdens, the actual
form of (4.1.11) through (4.1.13) is not completely arbitrary. To reduce the dimensionality of
B,,. we chose to treat the time periods symmetrically in the construction of M(y x A).
Second, we chose the individual specific weights so that M (y,, x. #) in (4111 is the i in-
dividual component of the first derivative of the hkehhood functlon when E(éloljxl) is
specified as the identity matrix. This latter feature implies that the ML estimator under the
possibly incorrect assumption that the d,'s are serially uncorrelated is a special case of our OC
estimators.

Given M(y, x,, A), the choice of the weighting matrix B, in (4.1.10) is equivalent to the
choice of W, in the following criterion function:

C(B) = O(B)' W, 0,(8) (4.1.15)
where

O = | L MGy, x, A,

are lermed the "sample orthogonality conditions,” and W, is a consistent estimator of a q X q
symmetric and positive semidefinite matrix W,  with rank greater than or equal to k. A W
matrix meeting this criteria will, in general, result in consistent and asymptotically normal es—
timators of A, for those A which minimize (4.1.15).

Alternative choices of W generate alternative OC estimators of J.,. Three choices are
available in HotzTran. One estimator of interest is that which imposes only orthogonality
conditions between residuals and contemporancous x's. This cstimator, b, is obtained by min-
imizing (4.1.15) when:

where I is a k X k identity matrix. It can be easily shown that the OC estimator is the
quasi-ML estimator under the assumption that Zo = 1. Another available weighting matrix is:

wy = [ L= MO, x, bOME, x, b [T

The matrix W; is a consistent estimator of Wz = {E[M(yi, X, By M(yi, X, ,1:’0)']}'1 and
produces an estimator of 4, that has the smallest asymptotic covariance matrix among the es-
timators that minimize a criterion function of the form given in (4.1.15). It also has the ad-
vantage of being invariant to scale in the parameters and x’s. W* can can be formed from

N
any consistent estimator, ,BN, not just b, We denote the estimator obtained using W in
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criterion function (4.1.15) as by,

Finally, estimates can also be computed with the weighting matrix W, = [ where I is a
g X g identity matrix. This matrix effectively weights each orthogonality condmon equally It

may, therefore, be sensitive to the scaling of the residuals and/or of the instruments. We
denote these estimators as b';’

~ Based on results in Hansen (1982), the asymptotic covariance matrix for an OC estimator,
b, that minimizes (4.1.15) for a weighting matrix W _ is given by:

(DJW,D )" (D;W S W D )}D:W D)™, (4.1.16)
where
IM(y,, x,, 4,
D, =E
op

= EIM(y, x,. B)M(y, x, B)' 1.

Consistent estimators of DO, S, and W0 are:

N My, x., B)

where ,Q?N is any consistent estimator of j, and
S, = & =) M@y, x, AIMGy, x. B,

and W, respectively. Thus a consisient estimator of the asymptotic covariance matrix for by
reduces to:

ds,dy", (4.1.17)
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where

1 N - -
S TN Zm MO(yi’ X ﬁN)MO(yi’ X IgN)l’
For b, it reduces to:

(D, WD) (4.1.18)

and for b;\* it is:

-1 -1,
D.S.D, . (4.1.19)
It will always be the case that:

~1 ~1
dNSNdN '

A

83 ~1
(DNWND!:.’)
and

* gyl -1 -1,
(D WD) < D, S.D, "
Any of these estimated covariance matrices can be calculated with b, the computationally
simpler of these eslimators considered above. Thus estimated efficiency gains can be deter—
mined before deciding whether to calculate the asymptotically more efficient b’,’\‘

Since by, employs more orthogonality conditions than b, and b)’, it may be of interest to
test whether it is appropriate to impose the extra conditions. Such a test turns out 0 be a
test of the exogeneity specification of the model. Other authors (e.g., Chamberlain (1982))
have noted thal strict exogeneity imposes testable restrictions on the data and have proposed
exogeneity tests. We propose an orthogonality condition test which is distinct but closely re-
lated to such tests. Using results in Hansen (1982), it can be verified that if EM(y, x,, 8) =
0, then

NO,(b)'W,0,,(b)



User’s Manual 73

is asymptotically chi-square distributed with 2pk, degrees of freedom. Thus one could test the
strict exogeneity specification used in the model by comparing the value of the minimized
criterion function using WfV with critical values for the chi-square distribution. This test is
automatically computed and printed whenever the model utilizes over~identifying O.C.’s.

We can also utilize the fact that for any b, which minimizes (4.1.15).

12

N ~
zi=1 M(yi’ Xi’ bN)

is asymptotically normal with asymptotic covariance matrix:®
- ¥ Ty gy - [ Iy ¥
T = [Iq - D, (DWW D) DO\?VO]SO[Iq DO(DOWODO) DiW, 1. (4.1.20)

T will be a singular matrix with rank gq-k. Even though T is singular, Wald-type tests of the
g-k over-identifying restrictions (or any subset of them) can be computed. Note that the
restrictions need not actually be imposed in computation as a consistent estimate of T can be
calculated from any consistent parameter vector. Thus, for example the inexpensive estimator,
b, can be used to estimate D. S, and WL —- hence T for the full set of orthogonality con-
ditions. Thus, the "validity” of extra orthogonality conditions can be tested prior to imposing
them. This procedure can also be used to test whether or not certain variables can be con-
sidered strictly exogenous. (Seec Avery, Hansen, and Hotz (1983) for examples of such tests.)

4.2. Implementing 1V Procedures in HotzTran

The 1V estimation procedures can be easily implemented in HotzTran. The simplest es-
timator, b,. can be computed with the option TYPE = 1. These estimators are equivalent to
ML under the i.i.d. assumption and only contemporaneous orthogonality conditions are imposcd.
The program will compute the correct standard errors as given in equation (4.1.17) if the op-
tion PSTAN =1 is used. If PSTAN = 0 then standard errors will be computed under the as—
sumption that errors are independent over time.

The more complicated IV estimators are computed with the option TYPE = 3. This op-
tion allows the separate specification of the expectation functions (residuals) and the instru-
ments. If instruments from other time periods are used, the number of time leads/lags is
determined by variable LAGS (equivalent to p in equations (4.1.12-4.1.13).). This can range
from 0 (only contemporaneous O.C.'s in which case the estimates are equivalent to TYPE =1)
to TIME - 1.

The orthogonality conditions are determined separately for each variable on the EQUA-
TION VARIABLE CARD. It is possible to include a variable only in the computation of the
residual, only as an instrument, only for forward orthogonality conditions (residuals orthogonal
to future x’s), only for backward orthogonality conditions (residuals orthogonal to lagged x’s),
only for contemporaneous orthogonality conditions (residuals orthogonal to contemporaneous
X's), or any combination of conditions.

*This result is proved in Hansen (1982), Lemma 4.1.
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Three types of weighting are allowed with TYPE = 3. O.C.’s can be weighted optimally
by the option OPTWT = (. This option will produce the estimator bi, The coefficients used
to compute the estimate of the optimal weighting matrix, B, must generally be read in by the
program {see START). O.C.’s can also be weighted equally with option OPTWT = 1. This
option will produce the estimator b:.*. In both cases the program will minimize the ap-
propriate criteria function as in (4.1.15) (note though, that the actual printed function value is
N times the function). When estimation is completed the program will printout any non-zero
orthogonality conditions.

If regression, truncated, Tobit, or double Tobit models are estimated the program will add
orthogonality conditions for the equalion error variances (see the next section for details). This
can be overridden by option SIGMA = 3 or 4.

A third weighting scheme is available in HotzTran with the option OPTWT = 2. This
option provides a weighting scheme similar to that of traditional instrumental variables or two-
stage least squares. It is applicable only if there are endogenous variables in the equation(s) or
variables which are not included in the orthogonality conditions. The program will regress
these variables against the entire set of instrumental variables specified, prior to program itera-
tion. Coefficients from these "auxiliary” regressions will be used to compute fixed weights for
the O.C’s. With regression dependent variables, the estimated final coefficients will be iden-
tical to those of two-stage least squares. This option cannot be used with non-linear equa-
tions.

The program can compute standard errors in several ways if TYPE = 3. It will compute
standard errors as given in equation (4.1.19) if the option PSTAN = 1 is used. With panel
data S, is normally estimated by summing orthogonality conditions for all time periods of each
cross-section then taking the crossproduct and adding up over all cross-sectional units. With
the option MAVER these can be summed over a preset number of moving average lags or
crossproducted for each time period (these options must be used with a pure time series). If
PSTAN = 0 the standard errors will be computed under the assumption that the optimal
weighting matrix is being used (sce equation (4.1.18)).

The exogeneity test procedures described above can be easily implemented with the option
TEXOG = 1. If used, a second set of orthogonality conditions (potentially different from
those used in estimation) are read on the EQUATION TESTING VARIABLE CARD. The
sccond set of orthogonality conditions must be at least as restrictive as those used in estima-—
tion. It is also possible to specify a longer lead/lag structure in the tested equations by
TLAG. The program will automatically compute a chi-square test of the extra exogeneity con-
ditions implied, and print out the value of each orthogonality condition and its standard error
(note though, that because T in equation (4.1.20) is not of full rank some standard errors may
be zero). If the EQUATION TESTING VARIABLE CARD is blank, the over-identifying or—
thogonality conditions of the model used in estimation will be tested. Note that the scale of
the orthogonality conditions is not meaningful as it is sensitive to the scale of the x variables.
Thus for any listing of the orthogonality conditions the ratio of their value to their standard
error (t statistic in the printout) should be looked at.

Wald-type tests of any subsets of the over—identifying orthogonality conditions can be
computed if TEXOG = 1. This is done by specifying TSUB > 0 and reading in a separate OR-
THOGONALITY CONDITION TEST CARD for each Wald-type test.

Computation of the gains from utilizing the more expensive "optimally weighted” full or—
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thogonality conditions estimators, b: can be calculated from the cheaper b estimators. b
first estimated using TYPE = 1. These estimates are then fed to the program as starting va]ues
and weighting matrix values (START = 0) for TYPE = 3. Any desired full O.C.’s are specified
on the EQUATION VARIABLE CARD. The optimal weighting matrix is specified (OPTWT =
0). The optimally weighted estimates need not actually be computed though. If the ESTIMA
= 4 option is used, the program will compute an estimate of the standard errors of the op-
timally weighted estimators without actually computing the parameter estimates. Potential ef-
ficiency gains can be measured relative to the standard errors of the b, estimators.

If ESTIMA = 4 it is also possible to test the extra orthogonality conditions implied in the
b estimators utilizing b,. Setting TYPE = 3, OPTWT = 0, and again reading in b, the
EQUATION VARIABLE CARD should specify only contemporaneous orthogonality condmons
The full orthogenality conditions should be specified on the EQUATION TESTING VARIABLE
CARD with TEXOG = 1. The over-identifying restrictions will be automatically tested with
subsets testable by sciting TSUB > 0. Note that the over-identifying restrictions cannot be
simultaneously tested with the computation of the prospective standard error gain just men-
tioned, since each ESTIMA = 4 computation requires a different specification of the O.C.’s on
the EQUATION VARIABLE CARD.

4.3. Implementing other Models with IV Estimation

The (1V) estimation procedures described in the previous two sections can be extended to
non-probit models and to multiple-equation problems. The application of the procedures to
other model forms such as Tobit, double Tobit, regression, logit and truncated regression is
straightforward. The principle is identical to the probit model —-— weighted cross-products of
residuals and contemporaneous, lead, and lagged x’s are set to zero. Like the probit model the
residuals used are weighted such that the contemporancous orthogonality conditions will be
identical to the first derivatives of the i.i.d. log-likelihood function. We do not present these
for the logit and truncated models as they can be looked up.

For Tobit and double Tobit masspoint observations, the orthogonality conditions com-
parable to (4.1.11) are:

-fx; g/ o), /o
(1-F(x; 8/ o) 1[F(x; 8/ o)1

MOl(yll’ it ﬂ’ d) = H(yll’ i’ IB’ 0’) }

(4.3.1)
where,

HG,. . . o) = 1-Fx's/q)

it

and,



76 HotzTran
Hl(yil’ Xit’ '3’ 0) = - F(Xi‘tﬁ/a)

for upper and lower masspoints, respectively. Note that the equation error variance, ¢, has
been added as an estimated parameter. For regression, and the Tobit, and double Tobit
non-masspoint observations, the orthogonality conditions comparable to (4.1.11) are:

Mo v,o X0 B @) = (v, ~x) BV o)X, /& 4.3.2)

To obtain the full orthogonality conditions, the M’s are summed over observations. Thus for
Tobits the orthogonality conditions will be a mixture of masspoints and non—masspoints.

As with the probit model, orthogonality conditions can be created by crossing residuals
with lead and lagged x’s if panel daia are used. When estimating Tobit and regression models,
it is also possible to add an orthogonality condition from the first derivative of ¢ in the i.i.d.
log-likelihood function.  This orthogonality condition, which is summed only for the non-
masspoint observations, is:

(y, - x!B/aY - Vo (4.3.3)

Under normal conditions the ¢ orthogonality condition will always be included whenever
TYPE = 3 is used. In general it will not be possible to identify o unless this orthogonality
condition is included (or restrictions imposed). However, particularly with regression models,
this may cause estimation problems. The £ and & orthogonality conditions can generally be
driven to zero by driving ¢ to infinity as well as being satisfied at their "correct” values.
Thus particularly with bad starting values, the estimation procedure may blow up. There is a
good solution to this problem with regression models. The o orthogonality condition can be
dropped by setting SIGMA = 3,4 and by use of the RESTRICTION CARD. ¢ can be fixed at
an appropriate value and not estimated. Because of the separation of # and o in a regression
model, the estimates of 4 will be consistent. When £ has been estimaied, o can be
"unfrozen" and estimated as well. Unfortunately, the same procedure cannot be as easily used
for Tobit models, although the same problem is present, as estimation of A and o is not
separable. Thus ¢ must be fixed at a consistent value in order for estimates of f to be con-
sistent.  These could be obtained from an initial run with TYPE = 1 or from allernative
sources. If this is not possible, ¢ should not be fixed, and with good starting values it hope-
fully will not converge to infinity. These problems should occur only with TYPE = 3.

One interesting feature available with regression models is the relaxation of the homos-
kedastic error assumption with panel data, even in the case where the form of the heteros-
kedasticity is unknown. Models of this type can be consistently estimated utilizing the same
principle that underlies estimation of multiple-time period or equation models even when the
form of their error covariance is unknown. If ¢ is fixed at an arbitrary value, the program
will consistently estimate A and will printout correct asymptotic standard errors when TYPE =
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1 and PSTAN = 1 or TYPE = 3 are used with panel data.

The principles of O.C. or IV estimation can also be applied to the multiple—cquation set-
ting (see Avery and Hotz (1984)). The essential principle underlying these methods is to form
orthogonality conditions between the residuals imbedded in (4.1.11), (4.3.1). and (4.3.2) and
auxiliary x’s which come from other equations or sources. This principle is what underlies
seemingly unrelated regression, 2SLS, and instrumental variable regression. In HotzTran the
use of the EQUATION VARIABLE CARD allows the specification of such instrumental vari-
ables. Instruments can be used which are not included in the equation. It is also possible to
include variables in the formation of the equation, but not to set them orthogonal to the
residual {or only use lead or lagged values in the orthogonality conditions).

This feature is particularly useful for estimating simultaneous equations models and for
Rational Expectation Type specifications. The user has the option, in such cases, of either
using the set of instruments to estimate the ‘model of interest in one pass, or 1o construct
predicted values for each endogenous variable and then use those predicted values, along with
the other exogenous variables as instruments in the second stage regression of the "structural”
equation or equations. This latter process is simply two-stage least squares. Note: The 2SLS
procedure can be implemented in this program, but the standard errors of estimates will not
generally be correct. Finally, as illustrated in the discussion of OC estimation above, one can
utilize instruments from other time periods in the estimation of current period equations.

4.4. Sample Selection Models

HotzTran can also be used to estimate equations or systems of equations which are sub-
ject to a stochastic sample inclusion criterion. Suppose that the behavioral equation one is
interested in estimated is given by a latent equation like (2.1.4) with an observed probit, Tobit,
double Tobit. or regression indicator. Now suppose that the sample selection decision is
governed by a probit equation in which the the latent index is of the form:

* '
Ysie = Zavo * €y, (4.4.1)

o

where the i observation in the t" time period is included in the sample iff y;l > 0. Note
that it is possible that z, may share some variables in common with X, in equation (2.1.4) and
there may be restrictions across the elements of y, and g, Finally, for the sample selection
criterion to affect the estimation of equation (2.1.4), the disturbances §, and e, must be
correlated.

HotzTran is capable of generating ML estimates of this type of sample selection model.
The program does this by viewing the behavioral equation and equation (4.4.1) as a two equa-
tion system which has correlated errors. The sample inclusion equation is estimated as a
probit. The behavioral equation is assumed to be observed if and only if the probit indicator
of the sample inclusion equation is one. The resulting estimators of y  and g, are consistent
and the program calculates an estimale of their asymptotic standard errors. To implement the
ML procedure, set TYPE = 4 and use the UOBSV option on the BASIC EQUATION COM-
MAND to include the behavioral equation only when the dependent variable of the sample
sclection equation is one. If there is more than one behavioral equation, they can all be es-
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timated jointly using the TYPE = 4 procedure although estimates will generally only be "quasi-—
ML".

We note that one could also estimate this type of sample selection model using a a two-
step procedure suggested by Heckman (1978). To implement this, first estimate the sample in-
clusion equation separately as a probit using TYPE = 1. Using the option RWRITE, write out
the residuals on disk. The fourth item of each residual line can then be included as an inde-
pendent variable in the behavioral equation(s). This will properly correct for sample selection
bias in those equations. Note though that the program will not generate the correct standard
errors in the second stage of this procedure. This procedure can be used to estimate the types
of selection bias models in panel data contexts discussed by Griliches, Hall and Hausman (1978)
and Maddala (1978). An example of the implementation of the two-stage procedure is given
in Chapter 5.

4.5. MIMIC Models with Limited Dependent Variables

The specification of the MIMIC model with discrete (or more gencrally, limited
dependent) and continuous variables can be described as follows. A p x 1 vector of con-
tinuous indicators, y*, is assumed to be a linear function of an m x 1 vector of common latent
variables, 5, and a vector of specific factors, ¢. That is

*

Vo= a + Ay + € (4.5.1)

where ¢ (p x 1) and A (p x m) are fixed parameters and p = m. It is assumed that 5 is re-
lated to a q x 1 veclor of observable causal variables, x, by:

By =Tx+ ¢ (4.5.2)

where B (m x m) and T (m x q) are fixed parameters and ¢ is a random vector. Both ¢ and
{ are assumed to be normally distributed with zero means and covariances T (p x p) and ¥
(m x m), respectivelv. In keeping with the view that the e's are specific factors it is assumed
that T is a diagonal matrix. Finally, it is assumed that x contains only strictly exogenous vari-
ables, i.e., E(e |x) = 0 and E({|x) = 0, and that all variables are independent and identically
distributed across obscrvations. Note that in the most general setting the x’s can be considered
to be measured with error. We do not consider that case here.

The reduced form relationship between y* and x can be obtained by solving (4.5.1) and
(4.5.2):

vV =a+Mx+u (4.5.3)
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where T = A B'I, and u = ¢ + AB"{ is the reduced form disturbance vector with
covariance matrix:

E(uu' [x) = X = AB'YBT'A' + T. (4.5.4)

The structure of the model is in terms of the restrictions on Il and X. As can be seen in
equations (4.5.3) and (4.5.4), a MIMIC model implies restrictions both within and across rows
of I and X and restrictions across the elements of II and %. Note that if I = 0, the
specification reduces to a factor model.

In the traditional MIMIC model described by Joréskog and Goldberger (1975), elements of
y" are assumed to be continuous and observable. While maintaining the continuity assumption,
we wish to consider cases where we have limited observations of some of the elements of y".
We will assume that what is observed is a vector y (p x 1) whose elements are of the form of
probit, Tobit, double-Tobit, or regression models.”

In HotzTran, OC or IV estimation is used to estimate structural parameters of MIMIC
models with limited dependent variables. A more thorough discussion of the implementation of
this method to such models is found in Avery and Hotz (1982). Here we briefly show how
HotzTran goes about estimating the the unique elements of <, A, B, I', T, and V.

Three methods can be used in HotzTran to estimate MIMIC-type models. Two of the
three methods utilize HotzTran to estimate the reduced form (4.5.3). If the elements of the
covariance matrix, %, are not needed to identify structural parameters, the multiple-equation
system (4.5.3) can be estimated with TYPE = 1. Alternatively, if 2 elements are necded for
identification, (4.5.3) can be estimated with TYPE = 4. Both sels of estimates will be "quasi-
ML" (except TYPE = 4 with two equations). In ecither case, cach equation is specified
separately and can have a probit, Tobit, double Tobit, or continuous indicator of y*.  With
very simple MIMIC structures, the reduced form (4.5.3) can be estimated unrestricted. Alter-
natively, restrictions can be imposed (see RESTRI) across equations. The restrictions implied by
MIMIC models are generally proportional, and can be imposed easily. With more complicated
structures, it may be necessary to use the NONLIN option and spell out the models’ structure
(the error variances and covariances can also be specified when TYPE = 4 is used). Unfor—
tunately, this will require that the user solve the system for the reduced form representation of
the system in terms of the structural parameters. In practice this may make this an un-
desirable option in some cases.

The third method is much simpler, but requires the availability of another program such
as LISREL. FEach dependent and independent variable (including probit or Tobit indicators) is
fed into the system. TYPE = 4 is used with a separate equation specified for each variable.
Each "equation" includes only a constant as a regressor (thus use blank EQUATION VARIABLE
CARD if CONST = 0). Using regression starting values (START = 2) should yield rapid con-
vergence. The option MWRITE should be used. This will write out (punch) and estimate the

’Such MIMIC models, in this more general limited dependent variable case, are discussed in
Maddala (1980). The models he describes can be estimated using HotzTran.
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unconditional covariance matrix of the y''s (not the observed y's) and the x’s. The estimated
unconditional covariance matrix can be input to a program like LISREL, restrictions imposed,
and the structural paramelers solved for, just as if all y''s (including probits/Tobits) were ob-
scrved.  In general, this two step procedure will yield consistent estimates of the structural
parameters. For more on this latter approach see Avery and Hotz (1982).

4.6. Estimation of Nonlinear Regression Models

While already discussed previously, in this section we offer a few more comments on the
convenient features within HotzTran to estimate nonlinear models. As mentioned previously in
the discussion of regression models, the program is capable of estimating nonlinear equations or
systems of equations subject to the restriction that equation errors are additive. Such equa-
tions may be nonlinear only in the parameters--due to proportional cross—equation restrictions,
for example-—or they may be nonlinear in both the parameters and the variables. Models
which have nonlinearities only in the parameters can be estimated fairly inexpensively using the
RESTRI option. This option allows cheaper methods employed in standard linear estimation
—— such as using moment matrix sufficient calculations whenever possible —— to be used. More
complex nonlinear problems require the NONLIN option which can be more expensive. This
option requires that the program sum observations for each iteration and uses no moment in-
formation.

Either nonlinear capability —— RESTRI or NONLIN -- can be combined with other op-
tions. For example they can be used with any model form (such as probit etc.) or with any
estimation procedure (i.e. ML or 1V). The program allows either the restrictions or the non-—
linear equations to be written in a "user friendly” form. The user need only wrile out the
restriction or equation and

the program will automatically (and correctly) determine the gradients (first derivatives of
the objective function) needed to perform iterative search in parameter estimation. Second
derivatives used in calculation of parameter standard errors will also be correctly derived.
There are certain constraints on the actual form of the nonlinear equations allowed and in the
types of parameter restrictions which can be imposed. These are described in the discussion of
the NON-LINEAR EQUATION CARD(S) and the RESTRICTION CARD(S).

Given that estimation of arbitrary nonlinear equations is often a difficult task, we offer a
few suggestions to the user concerning the estimation of specifications.

e For complicated equations, the objective function (the likelihood function or the IV
objective function) may not be globallv concave in the parameters; so local optima
can occur. Thus to insure that the global optimum of the objective function has
been found, one should perturbate "converged" parameters to insure that there are
not parameter values which significantly improve the likelihood function or the IV
criterion function.

e Sccondly, when using IV estimation, the user should be aware that, except when
using those orthogonality conditions which have been optimally weighted, the scale of
these conditions can affect the optimization procedurc and the rate of convergence.
For example, since one generally does not have enough enough information to form
optimal weights when one is first beginning to fit a model, one is generally forced
to start with an identity matrix as the weighting matrix. But using the identity
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matrix will generally mean that the rate of convergence will be very slow or the
iterative search for the optimum may actually "stall.” That is, the minimizing algo-
rithm may have difficulty finding a way to significantly improve the objective func-
tion.  Such situations can be particularly problematical because the iterative al-
gorithms may move into "bad” regions of the parameter space (i.e., inappropriate
values of the parameters being chosen) and may have difficulty getting out of such
regions in future iterations. In such situations, it is sometimes helpful to use the
intermediate parameter estimates to form an "optimal" weighting matrix and to use
that weighting matrix in the estimation of those paramecters even though such inter-
mediate estimators are not consistent. Such a scheme may help one to weight the
orthogonality conditions properly and make them less subject to the scale of the or-
thogonality conditions being used. Note also, that when using the IV estimation
technique (TYPE = 3), one must generally constrain the o to some value during the
first stage of estimation. The ¢ parameter can be freed and estimated after the
other parameters have been estimated. This procedure should be followed only with
regression models. It is not necessary with TYPE = 1.

Finally, every effort should be made to get "good" starting values. The closer the
user is able to come to starting parameters in the neighborhood of the values which
oplimize the objective function, the fewer troubles are likely to occur. For compli-
cated models with cross—equation restrictions, the "unrestricted" versions of the model
can be run to get some idea as to what ranges the "structural" parameters might
take. Also one might try a sequential strategy of estimating simpler. nested
specifications (e.g., restricling some of the coefficients to be zero or to take on cer—
tain fixed values) and then use the estimates from such runs to start of the ex-—
panded model. It may also be useful to use only a subset of the observations
(preferably random) when experimenting.

81
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5. EXAMPLES OF SAMPLE RUNS

The following are a series of sets of CARDs to run various equation types and systems of
equations. To facilitate the presentation of these examples, we shall first show how one would
read in a basic data set, then present a number of examples of manipulations that might be
done and models that might be estimated with this data.

5.1. Reading Data Into HotzTran

Suppose we have women’s work data on 120 female-headed families for five years cach,
thus have a total of 600 observations. These could be used in HotzTran as 600 separate ob-
servations or in a way that takes explicit account of the panel nature of the data. To do the
latter it is necessary to presort the data. The observations must be soried first by family, then
within each family, by time period. Thus the first observation would be family 1 time period
1.  The next would be family 1 time period 2 etc. To complete our example, suppose we
have the following ten variables for each of the families:

LFP A dummy variable equal to 1 if the woman worked during the year and 0
otherwise

HOURS The total number of hours the woman worked in cach year

WAGE The wage rate the woman received in each year in § per hour

FERT A dummy variable equal to 1 if the woman gave birth to a child during the

year and 0 otherwise

EDUC Number of years of education for the woman {(constant over time)

INCOME Family income in each year

AGE The woman’s age in each year

KIDS The number of children the woman had given birth to as of the beginning of
the year

HUS A dummy variable equal to 1 if the woman had a husband and 0 otherwise

(constant over time)

RACE A dummy variable equal to 1 if the family was white (constant over time)

Thus, for example, the first 10 lines in the data set, which consist of the data for the first
individual for each of the five years and the data for the second individual for each of the
five years, might look like the following:
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1.0 500. 4.00 0.0 12.0 12000. 25.0 0.0 1.0 1.0
0.0 000. 0.00 0.0 12.0 12500. 26.0 0.0 1.0 1.0
1.0 2100. 4.50 0.0 12.0 13500. 27.0 0.0 1.0 1.0
0.0 000. 0.00 1.0 12.0 22000. 28.0 1.0 1.0 1.0
0.0 000. 0.00 0.0 12.0 20000. 29.0 1.0 1.0 1.0
.0 000. 0.00 0.0 11.0 18000. 37.0 4.0 1.0 1.0
0.0 000. 0.00 0.0 11.0 20000. 38.0 4.0 1.0 1.0
0.0 000. 0.00 0.0 11.0 11500. 39.0 4.0 1.0 1.0
1.0 330. 3.10 0.0 11.0 12000. 40.0 4.0 1.0 1.0
1.0 1200. 3.90 0.0 11.0 18000. 41.0 4.0 1.0 1.0

where cach line has a format of (10F6.0).

The following are descriptions of the DATA CONTROL CARDs, RUN TITLE CARDs,
VARIABLE NAME CARDs, and DATA TRANSFORMATION CARDs (if used) needed to read
in the data. Suppose first that the data is on a disk file designated as device 17 in the JCL
in format 10F6.0, and we want to read in the data and print the means using normal 132
character print. The following conirol cards would be used (note that all commands set at
their default value need not be specified):

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10 PRINT=1 LINE=0
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

Suppose that we want to save the data for future runs and want 80 character printing.
Then:

0OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10 PRINT=1 $
ISK=2 LINE=1
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

This will write the observations out in single precision binary format on device INT (set to
18). In this example, device 18 should be set with LRECL=40 when using IBM MVS/TSO.

To rcad data in for subsequent runs from this device (cheapest runs) and bypassing the
print, use:

TIME=5 OBSV=120 VARI=10 INPUT=18 DISK=l
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

This will bypass the data read section and is the cheapest to run. To perform some transfor-
mations enter:
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TIME=5 OBSV=120 VARI=10 INPUT=17 FORMAT=(10F6.0) TRANS=4
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

V11=[HOURS]#*x2

V12=[WAGE]*=*2

IF([RACE].EQ.1) V13=[INCOME]

V14=VT5

HOURSSQ  WAGESQ RACE*INC YEARS

Note that DISK = 1 can not be used with transformations.

Often data such as this can have "holes". Suppose, for example, that if there is no hus—
band present, that data for fertility and kids is missing and coded as -99. and that complete
data is not available for all time periods for all families. In particular suppose that a total of
123 observations are missing from the potential 600 and that variable V11 contains the value
(1-5) of the time period for each observation. Then:

0BSvV=477,TIME=V1l,TIME=5,INPUT=17,FORMAT=(11F6.0) ,VARI=11,MISS=-99,$
PRINT=1
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TIMEPERI

If vou were unsure how many time periods were missing, you could sect OBSV=600 and have
the program read to end of file.

Following up on this example, suppose that you wanted to do all of the above but were
using SUBROUTINE USER and that variable V11 had to be converted from years (1980-1984)
to time periods (1-5), and that the only way that you could tell that an observation was for a
new family was if a variable V12 = 1. Then:

//FORT.SYSIN DD =
SUBROUTINE USER(X,NVAR,INUM,INN,IDD)
READ(INN,END=100,10) (X(I),I=1,11),X12
10 FORMAT(12F6.0)
X(11)=x(11)~1979
IF(X12.EQ.1) X(11)=-X(11)
RETURN
100 IDD=3
RETURN
END
//GO.FT17F001 DD  DSNAME=DATAFILE.DATA,UNIT=SYSDA,DISP=SHR,
DCB= (RECFM=FB,LRECL=48, BLKSIZE=480)
//GO.SYSIN DD =
OBSV=600 TIME=V1l TIME=5 FORMAT=USER MISS=-99 VARI=11 INPUT=17 $
PRINT=1
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TIMEPERI
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The lines starting with // are IBM JCL and wouldn’t be used on other systems. If just
checking data, each of the above examples could be run followed by a line with STOP on it.

In the next section we present a number of simple example runs that could executed using
this data.

5.2. Simple Run Examples

To run a simple probit model on the woman’s likelihood of working given her fertility,
education, age, kids, and race, run:

0OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=1 START=2 ITERA=20

DEP=[LFP].GT.0 MODEL=PROBIT

FERT EDUC AGE KIDS RACE

STOP

Note that we have listed the model's independent variables in numeric order (as they appear in
the data file). However, the listed order is irrelevant, as the program will always reorder
coefficients by the numeric order of the variables, followed by the constant.

To run a similar Tobit model on the woman’s hours worked, the last three lines would
be:

DEP=VZ2.GT.0 MODEL=TOBIT
V4 V5 V7 V8 V10
STOP

These examples would use standard convergence criteria with up to 20 iterations allowed.
Starting values for each model would be obtained from regressions run by the program. A
constant would be used in each model.

These model runs take no account of the panel nature of the data. Note that EDUC and
RACE are constant over time. Some storage space could be saved using the TIME VARIATION
CARD. therefore. Suppose as well that we want to compute standard errors to take the panel
data nature properly into account. Then the model run cards might be:

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=1 ITERA=20 START=2 PSTAN=1

EDYC=C RACE=C

MODEL=TOBIT DEP={HOURS]

V4 V5 V7 V8 V10

STOP
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There are other ways to take more explicit account of the inter-temporal correlations of
the equation errors. The following run would execute first a random effects model, then a
model with a first order autoregressive error, and finally, a model with a fixed effect.

OCBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARRI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=2 RANDOM=0 HERMITE=9 START=2 ITERA=20

DEP=V2 MODEL=TOBIT

V4 V5 V7 V8 V10

TYPE=2 RANDOM=1 HERMITE=S START=2 ITERA=20

DEP=VZ MODEL=TORIT

V4 V5 V7 V8 V10

TYPE=1 START=2 ITERA=20 PSTAN=1

DEP=VZ MODEL=TOBIT FIXED=1

V7 V8 va

STOP

Note that since the fixed effect model is equivalent to putting a separale constant term in the
model for each family, the variables EDUC and RACE which are constant over time must be
dropped. Note as well that there will be no explicit constant in this run.

To run the model without taking account of inter-temporal errors, and then compute an
estimate of the correlation of errors from the five time periods, you might use the following
run cards:

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=1 ITERA=20 START=2 TCORR=2 PSTAN=1

DEP=V2 MODEL=TOBIT

V4 V5 V7 V8 V10

STOP

5.3. Multiple Equations, Observation Subsets, and Non-Linear Models

The previous examples are all straightforward runs with few complications except the
panel data. The following examples arc somewhat more complicated. We start with runs
which use a subset of the data. Suppose we only wanted to use data where the husband re-
laied data was not missing, and only wanted to usc the first four time periods, and only white
families. The run might look like this:

OBSV=120 TIME=5 INPUT=17 FORMAT=(l0F6.0) VARI=10 MISS=-99
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TYPE=1 START=2 ITERA=20 PSTAN=1 UTIME=1TO4 UOBSV={RACE].EQ.1 MISS=1
DEP=VZ MODEL=TOBIT
V4 V5 V7 V8 V10
STOP
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Each of the previous models had only a single equation. Suppose that you want to es-
timate the wife’s fertility and work decisions jointly. The following run would estimate such
models two ways —- first without estimaling an equation correlation, and second with maximum
likelihood estimates of the two equations and their error covariance.

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=1 EQUA=2 ITERA=20 PSTAN=1 START=2

DEP=V2 MODEL=TOBIT

Vb V7 V8 V10

DEP=V4 MODEL=PRCBIT

V5 V7 V8 V10

TYPE=4 EQUA=2 ITERA=20 PSTAN=1 START=2 RHO=1

DEF=VZ MODEL=TOBIT

Vs V7 V8 V10

DEP=V4 MODEL=PROBIT

V5 V7 V8 V10

STOP

We modify this tun in two ways. First the cheaper joint equation estimates without error cor-
relation estimates (TYPE = 1) can be modified to compute "quasi-ML" estimates of the error
correlations after coefficients are estimated. Secondly, we modify the TYPE = 4 estimates to
impose the restriction that the variables have a proportional effect in the two equations.

TYPE=1 EQUA=2 ITERA=20 PSTAN=1 START=2 ECORR=2
DEP=V2 MODEL=TOBIT

V5 V7 V8 V10

DEP=V4 MODEL=PROBIT

V5 V7 V8 V10

TYPE=4 EQUA=2 ITERA=20 PSTAN=1 START=2 RHO=1] RESTRI=3
DEP=V2 MODEL=TOBIT

V5 V7 V8 V10

DEP=V4 MODEL=PROBIT

V5 V7 V8 V10

B8=B2xB7/B1l

B9=B3xB7/B1

B10=R4*B7/Bl

STOP

Note, that in counting coefficient order, the Tobit equation error sigma follows the four
variable coefficients and constant for the first equation. The five coefficients of the probit
equation follow (constant last).

Non-linear equations can be introduced by the following two-model run. The first model
is identical to the restricted model above (although note that coefficient order is different
since the Tobit sigma now comes after all variable coefficients). The sccond model depicts
similar equations in a multiplicative model with an additive normal error.
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0OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TYPE=4 EQUA=2 ITERA=20 PSTAN=1 START=0 NONLIN=2
DEP=V2 MODEL=TOBIT
DEP=V4 MODEL=PROBIT
El=Bl+*V5+B2*V7+B3*VB+B4*V10+B5
E2=B6*V5+B2*B6*V7/B1l+(B3*B6/B1l) *V8+V10*B4*B6/B1+B7
(9F4.0)

1.01.0 1.0 1.0 1.0 1.0 1.0 1.0 .5
TYPE=4 EQUA=2 ITERA=20 PSTAN=1 START=0 NONLIN=1
DEP=VZ2 MODEL=TOBIT
DEP=V4 MODEL=PROBIT
El1=V5*xxBl1*xV7xxB2xV8x*xB3*B4

S1=B9
E2=V5x*xB5xV7xxB6*V8*xB7%B8
C=B10O
(10F4.0)
1.01.01.01.01.0 1.0 1.01.0 1.0 .5
STOP

Note, that since we are using non-linear models, coefficient starting values must be read in.
Note as well, that although we used the full non-linear system (NONLIN=1) in the second
model, the cheaper version (NONLIN=2) could have been used since the error sigma and
covariance terms (S1 and C) are constants.

5.4. Sample Selection Bias Models

In Chapter 4 we presented a brief discussion of sample selection bias models, where one
equation "censors” the appearance of one or more other equations. Suppose, for example, that
we wanted to estimate an equation for a woman's wage; however, the wage will be observed
only if she works. Thus the labor force participation decision "censors" the wage equation.
Since, the labor force equation errors are likely to be correlated with the errors of the wage
equation we cannot use TYPE = 1. TYPE = 4 can be run to provide ML estimates of a cen-
soring HOURS worked labor force equation and a wage equation as follows.

0BSV=120 TIME=5 INPUT=17 FORMAT=(1l0F6.0) VARI=10
JOINT EQUATIONS FOR HOURS AND WAGES

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=4 EQUA=2 ITERA=20 START=2 PSTAN=1

DEP=VZ2 MODEL=TOBIT

v V7 v8 V1o

DEP=WAGE MODEL=REGRES UOBSV=V2.GT.O

V5 V7 V8 V10

STOP

Note that the UOBSV command for the WAGE equation means that it will only use obser-
vations when women work (HOURS > 0). Because regression starting values will not be consis—
tent for the sample selection bias models, TYPE = 4 runs may occasionally have trouble con-
verging or be unable to give standard errors (particularly for the equation correlation). It may
also be the case that many observations are being used, and a number of equations explored,
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which might make TYPE = 4 runs expensive. An alternative strategy, therefore is to use the
procedure advocated by J. Heckman. This procedure, which takes two steps, can be imple—
mented in HotzTran as follows. First run the Tobit (a probit on work/no work would be
equally applicable) on HOURS by itself (there is no censoring of this equation), saving the
residuals on file 8 (SAVE.DATA) by the option RWRITE.

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
JOINT EQUATIONS FOR HOURS AND WAGES

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=4 START=2 RWRITE=8

DEP=VZ MODEL=TOBIT

V5 V7 V8 V10

STOP

Heckman's procedure requires saving the expectation of the HOURS equation error term con-
ditional on the woman working. If the censoring equation is a Tobit, a Probit, or a Double
Tobit, this term is stored as the fourth term of the RWRITE file. In the second stage this
term is added as a regressor in the WAGE equation. It can be added easily to the rest of the
data set by using SUBROUTINE USER.

//FORT.SYSIN DD *
SUBROUTINE USER(X,NVAR,INUM,INN,IDD)
READ (INN,10) (X(I),I=1,10)
10 FORMAT(10F6.0)
READ(8,20) X(11)
20 FORMAT (48%,D16.9)
RETURN
END
//GO.FTC8F001 DD  DSNAME=SAVE.DATA,UNIT=SYSDA,DISP=SHR,
DCB= (RECFM=FB, LRECL=80, BLKSIZE=800)
//GO.SYSIN DD =
OBSV=120 TIME=5 INPUT=17 FORMAT=USER VARI=11
JOINT EQUATIONS FOR HOURS AND WAGES
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURERRO
TYPE=1 START=2 PSTAN=1
DEP=V3 UOBSV=V2.GT.0 MODEL=REGRES
V5 V7 V8 V10 Vil
STOP

The lines starting with // are 1IBM JCL and wouldn’t be used on other systems. The standard
errors in HotzTran for the two-stage Heckman procedure will be biased, as they do not take
the estimation of the first stage into account. Coefficients will be consistent.

Finally suppose that we want (o estimate fertility, work hours, and wage equations
together, looking at women with husbands present. Although coefficients will not be ML any
more, HotzTran can handle this three equation system with sample selection bias easily with
TYPE = 4.
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0BSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HGURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=4 EQUA=3 ITERA=20 PSTAN=1 START=2

DEP=VZ2 MODEL=TOBIT

V5 V7 V8 V10

DEP=V4 MODEL=PROBIT

V5 V7 V8 V10

DEP=WAGE MCODEL=REGRES UOBSV=V2.GT.O

V5 V7 V8 V10 *

STOP

5.5. Running Instrumental Variable Models

In this section we present several simple examples of the use of instrumental variable (or
orthogonality condition) estimation. Let us begin with a relatively simple model of women’s
work hours, where her current work hours are a function of age, education, race, and other
family income. However, suppose that we also want her current work hour equation errors to
be orthogonal to lagged family income (although it is not explicitly in the equation). This
equation could be estimated by the following (Note that we have changed the convergence
criteria to gradients only as this seems to work better with TYPE = 3):

OBSV=120 TIME=5 INPUT=17 FCRMAT=(1Q0F6.0) VARI=10

DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TYPE=3 ITERA=20 CNVRG=2 PSTAN=1 START=2 LAGS=1 OPTWT=1
DEP=VZ MODEL=TOBIT
V5 Ve=3 V7 V10
STOP

This model uses equal weighting of the orthogonality conditions since we lack consistent values
of the parameter matrix with which to estimate the optimal weights. This could be changed
by running TYPE=1 first to obtain consistent parameter estimates (even though the lagged in-
strument is left out). We could also test the model's extra orthogonality condition by adding a
blank orthogonality testing card.

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
TYPE=3 ITERA=20 CNVRG=2 PSTAN=1 START=4 LAGS=1 OPTWT=0 TEX0G=1
DEP=V2 MODEL=TOBIT
V5 Ve=3 V7 V10

STOP

If we wanted to test all the lags of income jointly and individually this would be accomplished
by the following:
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OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=3 ITERA=20 CNVRG=2 PSTAN=1 START=4 LAGS=1 OPTWT=0 TEX0G=1 $
TSUB=4 TLAG=4

DEP=VZ MODEL=TOBIT

V5 V6=3 V7 V10

Ve=3

SUBSET=3

SUBSET=4

SUBSET=b5

SUBSET=6

STOP

Finally, the instrumental variable features of HotzTran can be used to estimate rational expec—
tations forecasting equations such as implicit function first order conditions which have ap-
peared recently in the literature. Although the following is somewhat contrived, it is an ex-
ample of what could be done. Suppose that theory tells us that the difference between a
woman’s actual hours worked. HOURS, and a forecast of hours based on lagged exogenous
variables, is independent of all variables in existence the previous period. To estimate such a
model we can only use four time periods and must create a ncw variable, HOURS+1, which is
future hours. We estimate the equation as a regression (ignoring the Tobit) and as a non-
linear (concocted) implicit equation:

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10 TRANS=2
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
V11=[HOURS](+1)
Vv12=[2GE]-[EDUC]+6
HOURS+1 EXPER
TYPE=3 ITERA=20 CNVRG=2 P3TAN=1 START=0 OPTWT=1 NONLIN=2 UTIME=1TO4 $
RESTRI=1 LAGS=1 MAVER=1
MODEL=IMPLICIT SIGMA=3
V12=3 v2=3 V3=3 V5
E1=V11~(V12*B1+V2%B2+V3*B3+V5xB4+B5)
(6F4.0)
1.0 1.0 2.0 1.0 1.0 1.0
B6=1.
STOP

Note several things about this run. First, we "freeze" the value of the error variance at 1,
and shut off its orthogonality condition (SIGMA = 3). Because this is a "regression”, this will
not affect the coefficient estimates, and can prevent estimation failure which sometimes occurs
if sigma is driven to infinity. Second, it is necessary to explicitly list the variables which will
be used as instruments i.e. orthogonal to the equation residuals, on the card after the equation.
We use two lagged values of HOURS and WAGE but only contemporaneous vatlues of EDUC
since it is constant over time and EXPER since it is linear in time. Finally, note that in
computing standard errors, we assume that residuals have the same order of correlation
(MAVER) as we assumed for the lagged instruments (LAGS).
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5.6. Large Data Sets and Models

Particular problems can arise with very large data sets or models which requires extra care
in estimation, or large costs can arise. In this section we present an example of an estimation
strategy which might be followed in estimating a large model on a large data set.

Suppose that instead of five years of data on 120 women we had ten years on 2000
women for a total of 20000 observations. Since we have ten variables, it would take ap-
proximately 200000 words of storage (10 x 2000) or 800k bytes on an IBM just to store the
data. If we ran a model with all ten variables, it would take twice that amount, as run data
would also have to be stored. Thus, the first suggestion would be that disk storage be used,
and, if several different models are anticipated, a binary data file set up. The first step might
be to look at variable means, do any desired transformations, and create this file.

OBSV=2000 TIME=10 INPUT=17 FORMAT=(10F6.0) VARI=10 PRINT=1 TRANS=2 $
DISK=2
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE
V11=[HOURS](+1)
v12=[AGE]-[EDUC]+6
HOURS+1 EXPER
STOP

JCL for device 18. the program’s temporary disk area, should be set to save the data. All
subsequent runs can use the file 18, and if PRINT is not specified, bvpass the first part of the
program.

The next step might be to take a subset of the observations to estimate the model on,
making sure that the datwa is o.k., and providing starting values for the larger complete run.

OBSV=2000 TIME=10 INPUT=18 DISK=1 VARI=12
DATA ON FARMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURS+1 EXPER
EQUA=2 TYPE=1 ITERA=20 UCROS=1T0100 UTIME=1T0O3 CWRITE=1 START=2
DEP=VZ MODEL=TOBIT
V3 Vb6 V7 V8 VS V10 V12
DEP=V4 MODEL=PROBIT
V3 Ve V7 V8 V9 V10 V12
STOP

Note that we "punch" or write out the coefficients (in format (5D16.9)) on device IPC (usually
7). Thus your JCL should specify device 7 as a keep data set. Note also that we are using
only 300 of the 20000 observations, thus can keep the run data in core.

The next step is to run the entire model using the above starting values. Eventually we
will want to run the equations together (TYPE=4) but for the moment we use the considerably
cheaper TYPE=1 option. In the run that follows, we only allow for 10 iterations so that
misspecified bad runs won’t cost us a fortune, and we write out coefficients at each iteration
{(CWRITE = 2) in case the computer fails and we lose intermediate output. We copy the
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starting values into our input file from the previously used device 7. Finally, because the run
file is now large, we also use disk storage for the run data, requiring the temporary disk area
device 19.

OBSV=2000 TIME=10 INFUT=18 DISK=1 VARI=12
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURS+1 EXPER
EQUA=2 TYPE=1 ITERA=10 CWRITE=2 DISK=1

DEP=VZ2 MODEL=TOBIT

V3 V6 V7 V8 V9 V10 V12

DEP=V4 MODEL=PROBIT

V3 Ve V7 v8 V9 V10 V12
0.123456789D+00 0.123456789D+00 0.987654321D+01 0.555666777D-01 ...
0.617874362D-04 0.172378889D-01-0.678999977D+00 0.889977665D+02 ...
0.454747474D+00 0.228828282D+00 0.778899900D+01 0.7888999393D+03 ...
0.467383992D+01 0.123466778D-01

STOP

{The ... are used because the manual width is not 80 columns).

If there is evidence from this run that things are working (gradients are falling and only
3 or 4 tries per iteration are required), then a final converging run could be put in. New
starting values taken from the end of the first run should be substituted. Several other
changes might also be useful. We usually bypass steepest descent since the program has already
gone through it (ESTIMA = 2) and set only a gradient convergence criteria (CNVRG = 2).
This can save considcrable expense if the program essentially converges (gradients less than
D-03 with scaled data) but has trouble in the final step (direction of search uphill etc.)

OBSV=2000 TIME=10 INPUT=18 DISK=1 VARI=12
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURS+1 EXPER
EQUA=2 TYPE=1 ITERA=10 CWRITE=2 DISK=1 ESTIMA=2 CNVRG=2
DEP=V2 MODEL=TOBIT
V3 V6 V7 V8 V9 V10 Vi2
DEP=V4 MODEL=PROBIT
V3 Ve V7 V8 V9 V10 V12
0.223451789D+00 0.223451789D+00 0.987154322D+01 0.555111777D-01 ...
0.127874312D-04 0.272378883D-01-0.178999977D+00 0.889977115D+01 ...
0.454747474D+00 0.228828282D+00 0.778899900D+01 0.788899993D+03 ...
0.417383992D+01 0.223411778D-01
STOP

If these models converge, additional refinements might be explored using the final converged
cstimates as starting values.  Standard errors might be estimated using the time-adjusted
criteria.
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OBSV=2000 TIME=10 INPUT=18 DISK=1 VARI=12
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURS+1 EXPER
EQUA=2 TYPE=1 DISK=1 ESTIMA=4 PSTAN=1

DEP=V2 MODEL=TOBIT

V3 V6 V7 V8 V9 V10 V12

DEP=V4 MODEL=PROBIT

V3 v6 V7 V8 V9 V10 V12
0.193351489D+00 0.193351489D+00 0.964153319D+01 0.534111444D-01 ...
0.124843312D-03 0.242348889D-01-0.148999944D+00 0.889944115D+01 ...
0.353434343D+00 0.228828282D+00 0.448899300D+01 0.488892999D+03 ...
0.314383982D+01 0.223311448D-01

STOP

Alternatively the equations could now be jointly estimated (ML) using a starting value for the
correlation provided by you (say .5).

CBSV=2000 TIME=10 INPUT=18 DISK=1 VARI=12
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE HOURS+1 EXPER
EQUA=2 TYPE=4 DISK=1 ESTIMA=2 ITERA=10 CNVRG=2 PSTAN=1

DEP=VZ MODEL=TOBIT

V3 Ve V7 VB8 V9 V1o V12

DEP=V4 MODEL=PROBIT

V3 ve V7 V8 V9 V10 V12
0.193351489D+00 0.193351489D+00 0.964153319C+01 0.534111444D-01 ...
0.124843312D-03 0.242348889D-01-0.148599244D+00 0.889944115D+01 ...
C.353434343D+00 0.228828282D+00 0.448892900D+01 0.488899999D+03 ...
0.314383992D+01 0.223311448D-01 0.500000000D+00

STOP

These runs only provide a few examples of the types of models cstimable with HotzTran and
a flavor of strategies for usage. These are likely to differ from problem to problem. and cer-
tainly from machine to machine.
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6. SUBPROGRAM MinReg

Because users of HotzTran may occasionally want to usc the front end of the program
and data setup with simpler models, a simple regression subprogram 1is accessible within
HotzTran which we refer to as MinReg. With a couple of exceptions, it uses data setup
cards -—— DATA CONTROL CARD, RUN TITLE CARD, VARIABLE NAMES CARD(S), and
DATA TRANSFORMATION CARDS -- identical to those in the main HotzTran program.

MinReg is designed to run only regression models, without GLS transformations, using ei-
ther raw data files or moment matrices. Only linear models can be run, and parameter restric—
tions cannot be imposed. That is, it can be used to estimate models of the form:

V.= X8+ 5, (6.0.1)

The same data selection options available in the primary Hotztran program are available, and
observations can be weighted and residual analysis performed. MinReg can be set up to loop
over different samples, potentially rewinding files in between. Unlike the main HotzTran
program, MinReg can be run entirely from moment matrix input. Moreover, the moment
matrix can be saved, or read in using a user supplied FORTRAN subroutine, SUBROUTINE
USEM.

MinReg is accessed within HotzTran by substituting the MinReg MASTER CONTROL
CARD with the command TYPE = MINREG on it, in place of the normal MASTER CON-
TROL CARD. The data setup cards are the same as those used for normal HotzTran runs
(although some addilional data commands are available which only work with MinReg), and
MinReg will work with the same data files as used in the rest of HotzTran. The general
command rules for "cards" in MinReg are the same as those of the main program (80 column
cards, $ scparations, only the first two letters of a command are necessary).

Once in MinReg, there are three different types of MinReg cards which can be read as
often as desired to run different models. These are: (1) the MASTER CONTROL CARD
(MinReg), (2) the DEPENDENT VARIABLE CARD, and (3) the INDEPENDENT VARIABLE
CARD.

The MASTER CONTROL CARD (MinReg) determines which observations are used for
the regression(s), whether observations are weighted. whether coefficients are punched, if a
default constant is set, if a Durbin-Watson statistic is computed, and if residual analysis is
performed. Whatever options are selected they will hold until another MASTER CONTROL
CARD (MinReg) is read. To use MinReg, the first card read by MinReg after the data setup
cards or ConTim and/or HetzTran runs must be a MASTER CONTROL CARD (MinReg)
with the command TYPE = MINREG on it. As long as the program remains in MinReg,
subsequent MASTER CONTROL CARD (MinReg) cards do not have to have this command.

The DEPENDENT VARIABLE CARD contains a list of dependent variables which will be
used for every regression which follows until another DEPENDENT VARIABLE CARD is read
in. Variables can be listed individually or in strings.
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The INDEPENDENT VARIABLE CARD is read for each separate regression and contains
the list of independent variables for the regression. Variables can be listed individually or in
strings. They can be referred to be name or number. The regression will be run for each of
the dependent variables listed on the last DEPENDENT VARIABLE CARD. As many of these
cards can be used as desired.

The program will stay in MinReg until it encounters the command STOP or reads a
TRANSITION CARD or detects a MASTER CONTROL CARD of the main HotzTran program
or ConTim by the command TYPE =1 or 2 or 3 or 4 or ConTim. I[f it reads a TRAN-
SITION card, it will exit MinReg to read another data file, and can only return when it en-
counters TYPE = MINREG on a MASTER CONTROL CARD. Similarly, if it reads a
MASTER CONTROL CARD of HotzTran or ConTimn it will exit to those subprograms.

The details of the control cards are given in the remainder of this chapter. Since the
DATA CONTROL CARD, RUN TITLE CARD, VARIABLE NAMES CARD, and DATA
TRANSFORMATION CARDS, are the same as the main HotzTran program, dectails of the
commands are not repeated (see Chapter 3). We do briefly indicate those commands that dif-
fer slightly from the regular version.

6.1. DATA CONTROL CARD

The DATA CONTROL CARD commands determine the structuring of the input data, in-
cluding data transformations, and to the choice of summary statistics printed out by the
program. The commands VARI, OBSV, TIME, INPUT, PRINT, MISS, NAME, TRANS, and
LINE are unchanged in the MinReg subprogram from the discussion given in Chapter 3. The
only commands which are changed (expanded) are FORMAT and DISK. Their options are:

Option Description

FORMAT = XXX
where XXX 1is explained below. The default is the integer 0. This option
determines the input form of the data. Observations are read either one at a
time, with VARI variables read per observation, as an entire observation matrix
or as a pre-created moment (sums of squares and cross products) matrix.

¢ FORMAT = 0. With this option observations are read one at a time
with a single precision binary rcad. If this option (chcapest) is used
and no print is desired, the program will bypass the observation read
section.

e FORMAT = MOMENT. This option implies that instead of raw
data, a2 moment matrix is read by a double precision binary read.
The matrix is read as a lower—triangular half matrix G.e., (1,1); (1,2);
(2.2); (3,1); etc.) with single read statement. The matrix should have
a dimension of VARI plus ONE (thus (VARI+1)*(VARI+2)/2 elements
are read), the last variable being constant. Thus, the last element of
the matrix should be the number of observations. If this option is
used, no transformations can be made (VAR* = VARI), all obser—
vations must be used for all runs and variables cannot be weighted.
Observations cannot be printed, nor can residuals or Durbin-Watson
statistics be computed.
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e FORMAT = (..). If this option is selected observations will be read
one at a time by the format listed after the equal sign. The format
should be identical to a FORTRAN statement, and must begin and
end with parenthesis, e.g.,, FORMAT = (7X4F7.3). If the format
continues for more than one line a § break can be used.

¢ FORMAT = USER This option implies that observations will be read
one at a time by the user—supplied SUBROUTINE USER. USER is a
bare-bones subroutine which can be altered to do data transfor-
mations, etc.. It is called once for each observation. A listing of
SUBROUTINE USER is given elsewhere in the manual.

e FORMAT = USEQO This option implies that observations will be read
as an entire observation matrix by the user-supplied SUBROUTINE
USEO. USEQ is a bare-bones subroutine which can be altered to -do
data transformations, etc.. It is called once. A listing of SUB-
ROUTINE USEO is given elsewhere in the manual.

e FORMAT = USEM. This option implies that the moment matrix
will be read by the user-supplied SUBROUTINE USEM. USEM is a
bare-bones subroutine which can be altered as desired. It is called
once. A listing of SUBROUTINE USEM is given at the end of this
chapter. Similar restrictions apply to runs using FORMAT = USEM
as FORMAT = MOMENT.

DISK = # where # 15 0, 1, 2, 3, 4, or 5. The default is 0. This option determines in-
ternal disk usage.

o [f DISK = 0 observations are stored in core (can take a lot of core).
This option cannot be used with FORMAT=MOMENT or
FORMAT=USEM.

e If DISK = 1 observations are assumed to be stored on a single-
precision binary disk file already set up by the user. If this option
is used, also use the option FORMAT = 0. The DISK = 1 option
can only be used when no DATA TRANSFORMATION(S) are being
done (i.e., TRANS must be equal to 0). If this option is used and
PRINT = 0, the program will bypass the observations processing part
of the program. This can save one read of the observation file.

e If DISK = 2 the program will write observations on the binary disk
file INT (set to 18) and not use core storage. If INT is saved, it
can be used for a subsequent run with the option DISK = 1. This
option cannot be used with FORMAT=MOMENT or
FORMAT=USEM.

e If DISK = 3, the program will store only the moment matrix of the
entire sample. If this option is used all observations must be used
for all regressions and variable weighting, residual analysis, and
Durbin~Watson statistics cannot be computed.

e If DISK = 4, observations are stored in core (same as Option (=0)).



100 HotzTran

The moment matrix of the entire sample will be written on the bi-
nary disk file INT (set to 18) in double precision. If INT is saved,
the moment matrix can be used for a subsequent run with the option
FORMAT=MOMENT. This option cannot be used with
FORMAT=MOMENT or FORMAT=USEM.

e If DISK = 5, the program will store only the moment matrix of the
sample. Like option (=4), the moment matrix will also be writlen on
a Dbinary disk file INT. This option cannot be used with
FORMAT=MOMENT or FORMAT=USEM.

6.2. MASTER CONTROL CARD (MinReg)

This card must be read first upon entry to MinReg. The first card must have the com-
mand TYPE = MINREG on it as well, although it need not be included on subsequent
MASTER CONTROL CARD (MinReg)s. The card also determines which subset of the data
sample is used for the regressions which follow. Once an option is specified on the MASTER
CONTROL CARD (MinReg) (such as residual print), it will apply until another MASTER
CONTROL CARD (MinReg) is read in. Each time a MASTER CONTROL CARD (MinReg)
is read in all options revert to their defaults and must be respecified. As many MASTER
CONTROL CARD (MinReg)s as desired can be read in. The program will stop when it en-
counters STOP or exit when it detects the MASTER CONTROL CARD for HotzTran or Con-
Tim.

Option Description

TYPE = MINREG
This command must be used on the first MASTER CONTROL CARD (MinReg)
used in MinReg.

STOP This command instructs the program to stop. It should be placed at the end
of the control file. The enlire command STOP must be spelled out (no
abbreviations).

MISS = # where # is 0, 1, or 2. The default is 0. This option delermines the (reatment
of observations with missing data. It does not apply unless MISS is also
specified on the DATA CONTROL CARD. If MISS = 0 (here) then no obser—
vations are excluded for missing data. If MISS = 1 then all variables needed
for each separate regression (independent. dependent, and weight) are checked.
If any have missing values the observation is excluded for that regression. This
option requires that a separate moment matrix be computed for each regression
(although only needed variables are summed). If MISS = 2 (here) then any
observation with any missing variables is excluded from all regressions. This
option does not require summing moments for each regression. Neither of the
MISS options can be used if DISK = 3 or DISK = 5.

UTIME = # TO #,
where # is aay integer from 1 to TIME and #, is any integer from #, 1o
TIME (or the maximum number of time periods if TIME is variable). The
default for # is 1 and for #, is TIME. This option determines the range of
time periods used for the run. This option cannot be used with DISK = 3 or
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DISK = 5.

XTIME = # TO #,
where #, is any integer from 1 to TIME and #, is any integer from #, to
TIME (or the maximum number of time periods if TIME is variable). This
option determines the range of time periods which will not be used in the run.
[t cannot be used with UTIME or if DISK = 3 or DISK = 5.

UCROS = # TO #,
where #, is any integer from 1 TO OBSV and #, is any integer from #, to
OBSV. The default for # is 1 and for #, is OBSV This option determmes
the range of cross-sectwnal observations used for the run. Any units not in
the specified range will not be used . With non-panel data it delermines
which observations are used. This option cannot be used with DISK = 3 or
DISK = 5.

XCROS = #, TO #,

where # is any integer from 1 TO OBSV and #, is any integer from # to
OBSV. This option determines the range of cross— ~sectional observations whlch
will not be used for the run. It cannot be used with UCROS or if DISK = 3
or DISK = 5.

UOBSV = V# XX.V#, or UOBSV = V# XX.#,

where #1 and #, are any 1mcgers from 1 to VAR*, #,  is any real number
w/o scientific notation, and XX is one of the logical operators GT. LT, GE,
LE. EQ, NE. There are no defaults. Variable names bracketed by [ and ]
can be substituted for V# and/or V#, If UOBSV is not specified all obser-
vations will be used. This option specifies a Fortran IF statement which deter-
mines which observations are used in a run. Any observations not meeting the
criteria will not be used. V#] specifies a variable number whose value is com-—
pared either to the value in variable V#, or the real number, #, using the
comparison indicated by the logical operator (conventional fortran treatment,
e.g., GT means greater than). If the comparison is true (i.e., V22.GE.3.27 or
V27.EQ.V28 or [REEDERI]NE.[INEW]) then the observation is used. The
comparison is made separately for each time period of each cross—section unit.
This option cannot be used with DISK = 3 or DISK = 5.

WEIGHT = V#

where # is any integer from 1 to VAR#*. There is no default. This option
determines if observations will be weighted in running the regressions which
follow. The variable name bracketed by [ and ] can be substituted for V#.
The variable whose number is specified will be used t0 weight the cross—
products used in accumulating the moment matrix. This is equivalent to weight-
ing observations by the square root of the variable. Any observations will non-
positive weights will not be used. The constant term will also be weighted.
Variable means listed on the print-out will be weighted means, and all run
summary statistics will be adjusted. This option cannot be used if DISK = 3 or
DISK = 5.

CWRITE = # where # is 0 or 1. The default is 0. This option determines if estimated
parameters are punched (written on disk). If CWRITE = 0 nothing is punched.
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If CWRITE = 1 parameters are punched in (5D16.9) format on device IPC.
This device is set within MinReg, generally to 7.

RPRINT = # where # is 0 or 1. The default is 0. This option determines whether the
program performs and prints a residual/predicted value analysis. If RPRINT =
1. the program will compute predicted values and residuals for each
observation/time period analyzed. If RPRINT = 0 no residual analysis is done.
This option cannot be used if DISK = 3 or DISK = A.

RWRITE = # where # is any non—negative integer. The default is 0. This option determines
if residual analysis information is punched/written on disk for each
observation/time period/regression. This oplion can be used independently of
RPRINT. If RWRITE = 0 nothing is punched. If # > 0 then # will be the
device number that residual terms are punched/written on. Order of punch is
the same as the residual print with a format of (3D16.9) (dependent variable,
predicted value, and residual). This option cannot be used if DISK = 3 or
DISK = &.

MWRITE = # where # is any non-negative integer. The default is 0. This option determines
if the covariance matrix of estimated cocefficients is punched/written on disk.
If MWRITE = 0 nothing is punched. If # > 0 then # will be the device
number that the covariance matrix terms will be punched/written on. The
matrix is punched as a single vector in (5D16.9) format. Element order is

(1.1, (2,1), 2.2, 3,1, (3.2), (3.3). (4.1), ... .

AUTO = # where # is 0 or 1. The default is 0. This option determines if a Durbin-
Watson statistic and predicted autoregressive p are computed for each regres—
sion. It is valid only if TIME > 1 and properly adjusts for panel data. If
AUTO = 1 the statistic is computed, otherwise it is not. This option cannot be
used if DISK = 3 or DISK = 5.

CONST = # where # is 0 or 1. The default is 0. This option delermines if a constant is
used in each regression. If CONST = 0, it is. If CONST =1 it is not. This op-
tion can be overridden on any regression by adding a constant as variable VO
or CONSTANT or taking one out with NV0O or [CONSTANT].

6.3. DEPENDENT VARIABLE CARD

This card must be included at least once preceding any INDEPENDENT VARIABLE
CARDS. It contains a list of the dependent variables to be used for each of the regressions
which follow. The dependent variables will be used for all regressions which follow until
another DEPENDENT VARIABLE CARD is encountered. The first dependent variable should
be listed as: DEP=V# where # is the number of the variable, Variable names can also be
used (brackets are not necessary). All subsequent dependent variables on the “"card" should not
have DEP= , only the V#. Variable strings can also be used, indicated by a "-". Thus, DEP
= V# - V#, will imply that all variables from #, 6 to #, will be used. If variables (including
those in strings) are preceded by an "N" they will not be be used. Thus, for example
DEP=V1-V10.NV§ states that all variables between one and ten except eight are used. When
used after "N", variable names must be bracketed with [ and ]. Variables (or strings) should
be separated by blanks or commas and § used for card continuation.
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6.4. INDEPENDENT VARIABLE CARD

These cards contain the regression independent variables. As many regressions as desired
can be run. Each regression will be run for each of the dependent variables listed on the last
preceding DEPENDENT VARIABLE CARD. All variables must be listed, except the constant if
CONST = 0. Variables are listed as V#, where # is the number of the variable. Variable
names can also be used (brackets are not necessary). Variable strings can also be used, indicated
by a "-" between variables. Thus V# - V#, implies that all variables from # to #, will be
included in the regression.

If variables (including those in strings) are preceded by an "N", they will not be included.
Thus, for example, V1-V10,NV8 implies that all variables from one 10 ten except variable eight
will be included. If a variable appears more than once its status will be determined by the last
reference. When used after "N", variable names must be bracketed with [ and ]. The con-
stant command, CONST, can be overridden by adding or subtracting a constant as variable V0.
It cannot be included in a string, however. Variables (or strings) must be separated by blanks
Oor a comma.

Variables can be placed in any order on the EQUATION VARIABLE CARD. Coefficient
order for print and punch will be determined by the order variables are listed on the INDE-
PENDENT VARIABLE CARD, followed by the constant (if used). Note, that this differs
from the ConTim or HotzTran rules, where variable coefficients are ordered in ascending or—
der according to their numbers, regardless of their order on the input card. The MinReg op-
tion is offered as more flexible, because MinReg docs not have to contend with multiple
equation systems.

6.5. TRANSITION CARD

This card signals the end of MinReg and the desire to rcad another data file. It has the
following commands

Option Description
SAMPLE This command returns to the beginning of the program to read another DATA

CONTROL CARD. If SUBROUTINES USER, USEQO, or USEM are used, the
variable 1SAMP will indicate the number of the sample being read. It can be
accessed by including the statement: COMMON /G/ISAMP in the subroutine.
The entire command SAMPLE must be spelled out (no abbreviations).

REWIND = # where # is any positive integer. This option will rewind the file on device
#. The entire command REWIND must be spelled out (no abbreviations).

ENDFILE = # where # 1s any positive integer. This option will end file the file on device
#. The entire command ENDFILE must be spclled out (no abbreviations).

6.6. SUBROUTINES USER, USEO and USEM

There are three user—supplied subroutines which can be expanded by users of the MinReg
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subprogram to read in observations one-at-a-time (SUBROQUTINE USER) or as an entire ob-
scrvation matrix (SUBROUTINE USEQ) or as a pre-crealed moment matrix (SUBROUTINE
USEM). Code for USER and USEQ are given in Chapter 3. SUBROUTINE USEM has the
following skeletal form:

SUBROUTINE USEM

XX IS THE LOWER TRIANGULAR MOMENT MATRIX TO BE FILLED.
NVAR IS THE TOTAL # VARIABLES (EXCLUDING THE CONSTANT
WHICH IS LAST). INN IS THE INPUT DEVICE. IDD SHOULD
BE SET TO 1 IF AN INPUT ERROR OCCURS. THE DIMENSION
OF XX IS (NVAR+1)=*(NVAR+2)/2.

SUBROUTINE USEM(XX,NVAR, INN,IDD)

DOUBLE PRECISION XX(1)

RETURN

END

QQaaQaO

6.7. MinReg Examples

To illustrate the MinReg scction of the program, consider the following set of simple ex-—
amples. Suppose that the same data set is used that described in Chapter 5. consisting of 120
women observed for 5 time periods, with data on labor force participation, hours worked,
wages, fertility, education, family income, age, kids, and race. To run a simple wage ecquation
on several subsets of variables use:

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F&.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=MINREG

DEP=[WAGE]

V4-vV10

V4-V9

V5 Ve V8 V9

EDUC INCOME KIDS

STOP

To rcad a ncw sample using 1200 new obscrvations off of device 18 and run the same equa-
tions with Durbin-Watsons, and residual analysis for the last equation only, run:
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OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=MINREG

DEP=V3

V4-V10

DEP=V2-V3

V4~-vS

V5 V6 V8 V9

EDUC INCOME KIDS

SAMPLE

OBSV=240 TIME=5 INPUT=18 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=MINREG AUTO=1

DEP=V3

V4~-V10

DEP=V2-V3

V4-V9

V5 Ve V8 V9

AUTO=1 RPRINT=1

DEP=V3

EDUC INCOME KIDS

STOP

To run models for both hours and wages, to write the parameter covariance matrix on device
8. to usc only time periods 2 to 4, to "punch" coefficicnts on device 7 for the first two equa-
ticns only, and then run a probit in the main HotzTran program using the same data, run:

OBSV=120 TIME=5 INPUT=17 FORMAT=(10F6.0) VARI=10
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE

TYPE=MINREG MWRITE=8 UTIME=2T04 CWRITE=l

DEP=V3 V2

V4-V10

V4-VS

UTIKE=2T04 MWRITE=8

DEP=V2-V3

V5 V6 V8 V9

EDUC INCOME KIDS

TYPE=1 START=2 ITERA=20

DEP=[LFP].GT.0 MODEL=PROBIT

FERT EDUC AGE KIDS RACE

STOP
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7. SUBPROGRAM ConTim

The primary focus of the HotzTran program is on the use of gqualitative dependent vari~
able models in a variety of setiings. The particular model forms we allow -- Probit, Tobit,
Double Tobit. logit, truncated, regressions, and implicit functions —— are all single equation
models, and with the exception of Logit, model forms with latent normal residual forms. The
simple equation form of these models fit nicely into the non-linear, multiple equation, multiple
time period forms allowed in HotzTran. However, these model forms by no means exhaust
the list of commonly used qualitative dependent variables. Missing in particular are the logistic
multiple choice models and recent choice model forms proposed for continuous time sctiings.
The HotzTran subprogram ConTim is designed to allow HeotzTran users to run other qualila-
tive dependent variable models using the data setup form and command language of HotzTran.

The ConTim subprogram allows the estimation of two distinctly different types of models.
The first is the general class of logistic choice models. These include multinomial logit, con-
ditional logit, ordered logistic, ordered probit (N-Chotomous), tri-chotomous (3 choice) probit,
and poisson regression models. The second model type estimable in ConTim includes the
general class of continuous time markov-type or proportional hazard models. These can be es—
timated in both continuous time or discrete form. Since both of these general models types
concern estimation of processes in which the dependent variable is a "choice”, it turns out to
be relatively convenient to allow estimation of both types within the same program.

Although the program controls and general estimation procedures used in ConTim are vir—
tually the same as the main HotzTran program, there are differences. As indicated above, the
model forms are also different. For these reasons, we divide the remainder of the Chapter
into several sections. In the next section, we provide a brief write-up of the logistic and
probit choice models available in ConTim. In the following section we provide an equally
terse discussion of the continuous time models available. Finally in the remainder of the chap-
ter, we discuss the ConTim control cards and commands.

7.1. Choice Models

The ConTim section of HeotzTran can be used to cstimate a variety of choice models.
These are models where the "dependent" variable only takes on discrete, ordinal, values. This
class of model is suitable for processes like transportation mode, or occupation, or political af-
filiation which cannot casily be described by a cardinal variable. Within the general class of
choice models, there are a multitude of different specifications, a variety of which are estim-
able by ConTim. The topic is too large to do justice to here; but, in the remainder of this
section, we (ry to present a brief overview of the models which are available. For a more
complete discussion, the user is referred to a general reference such as Maddala (1983),
McFadden (1974), or Altman et al. (1981).

There are four different choice models which can be estimated in ConTim -- (1) un-
ordered logistic choice models, (2) unordered 3 choice probit models, (3) ordered logistic or
probit models, and (4) poisson regression models. We begin our discussion with the unordered
logistic choice models.
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7.1.1. Unordered Logistic Choice Models

Consider a process, where the dependent variable for the n'" observation, y,. takes on one
of k discrete values (such as choice of occupation). For all unordered logistic choicc modcls,
we assume that the probability of choice i being chosen given a vector of independent vari-
ables, x . is:

eXp(Xm ' /Bl)

P(Choice i |x) = ————
Z:_i=1‘l‘:e)q:)(xnj''8j)

(7.1.1)

This is the standard logistic modcl, where the probability of a choice is equal to the exponen-
tiated "expected value" of the choice divided by the sum of the expected values for all choices.
The expected value of each choice is a function of exogenous variables and 4 weightings.
Note that both the x’s and the #’s are subscripted by choice. This implies that both the
relevant x variables and their weightings may differ by choice. We assume that all k choices
arc available for each observation although this assumption can be relaxed.

The general logistic choice model in equation (7.1.1) is not estimable without normaliza-
tions and/or parameter restrictions. The most commonly seen restriction is to assume that the
X's are subscripted by choice, but the f's are not. Commonly rteferred to as the Conditional
Logit Model (sce McFadden(1974)), the choice probabilities become:

eXp(Xm',B)
P(Choice i |x) = ——————— (1.1.2)

ZJ:l.l»;e)(p(xnj ' 'H)

This type of model arises quite naturally in cases where the X's represent characteristics of the
choices, not the decision maker. The A vector, which is constant across choices, represents
weighting of variables assigned by the decision maker. The conditional logit model can be run
in ConTim with the command, MODEL = CONDLO. Several options are available.

Since the choice probability in equation (7.1.2) is a ratio, the numerator and denominator
can be divided by any constant without changing the probabilities. Thus, if we divide top and
bottom by any choice value, exp(x' f), the probabilities are unaffected. Note, that for choice
i, the adjusted value would be exp(0) = 1, and for other choices. exp([xl;i - x] ). Thus only
relative x’s count, and any X variable which is constant across choices (such as any characteris—
tic of the decision maker or a constant) would drop out. Since there is only one A vector,
the numbering of the choices is arbitrary, and each observation could be normalized by a dif-
ferent choice. In ConTim, the program can do the normalization, or the user can read in
normalized datla (see TDATA). In this case, it is assumed that the ratio for each observation
is normalized by the x's of the observation’s "chosen" choice, i, and only relative x's, X X .
of the other k - 1 "inferior” (unchosen) choices are read in. It is also possible to use a vari~
able choice set size (DSIZE).

The Multinomial Logit Model (sece Nerlove and Press (1973)) is normalized in the op-
posite way to the conditional logit model. Here, it is assumed that the X’s are constant across
choices, but that each choice has a different weighting vector:
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CXp(Xn'ﬁi)
P(Choice i |x) = —————— (7.1.3)
z explx ) 8)

This model, invoked by MODEL = MULTLO, arises most naturally in cases where the X’s
represent characteristics of the decision maker, not the choices, and the #’s represent different
weightings of these x’s depending on the choice. Like the conditional logit model, the mul-
tinomial logit model is identified only up to scale. Any arbitrary vector, ¥, can be added to
each A without affecting probabilities. ~ ConTim allows two different normalizations (see
CSCALE) -- setting the 4 vector for choice one to zero (thus all coefficients are relative to
choice one), or setting the coefficients to sum to zero for each x variable (choice one’s coef-
ficient is set equal to the negative of the sum of the corresponding coefficients for the other
choices). For the multinomial logit model, the choice numberings are not arbitrary as they are
for the conditional logit model. For this reason it is inadvisable to use variable choice set
sizes although it is allowed (see DSIZE).

Some models are a mixture of the conditional and multinomial logit models. with some X’s
and some f's varying by choice. ConTim allows the estimation of these models with the
command MODEL = FULLLO. Expected values in this case are set separately by the user for
each choice, the probabilities of the various choices can depend upon different sets of x's, and
the probabilities can be functions of x'g, i.e., lincar in the x's and #’s or of a wide class of
nonlincar functions, i.e., g(x , A), which are specified by the user USING the NON-LINEAR
EQUATION CARDS. Special care should be made to make sure that the mwodel is fully iden-
tified and normalized. Failure to do this will be signaled by convergence failure or coef-
ficients driven to infinity.

With two choices, both the multinomial and conditional logit models reduce to the binary
logit model available in the main program HotzTran. In the estimation of all the unordcred
logistic models, the log-likelihood is just the log of the probability of the chosen choice.

7.1.2. Unordered 3 Choice Probit Model

ConTim allows thc cstimation of a three choice Multinomial Probit Model with the
command MODEL = TPROB (see Hausman and Wise (1978)). Underlying the Logistic choice
models is "the axiom of independence of irrelevant alternatives,” which implies that unobserved
components of choice "values" will be uncorrelated. This assumption is unnecessary for the
multinomial probit model. Because of computational problems, however, the model can only be
estimated for precisely three choices. In ConTim, the user specifies three "value” functions of
the form, x, 'A + €. . The covariance of the i" and j" ¢’s is assumed to be o With this

m

specification, the choice probabilities are given by:

P(Choice 1 |x) = F(D,, D, p,)

12?

i

P(Choice 2 |x) = F(-D,, D,,, p,) (7.1.4)

P(Choice 3 |x )

i

F(-Dy;, -Dy; py)
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where F( ) is the standard bivariate normal distribution function with correlations,
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As written, the model requires several normalizations before it could be estimated. With com-
mon x's and no parameter restrictions, at most three of the covariance terms -- o, .. o,
-~ are identified. The user can control the normalization. However, the program's default is
to set all three variance terms to one. If the x’s vary by choice, but the £'s do not (like the
conditional logit model), this makes sense as the choices may have no inherent meaning. The
option CSTAN controls the normalization.

The program requires that the multinomial probit model be fully specified by the reader
{as with FULLLO). Non-linear specifications are allowed as well. The log-likelihood is given
by the log of the probability of the chosen choice.

7.1.3. Ordered Logistic and Probit Models

The choices of the unordered logistic and probit models discussed above will generally
have no inherent ordering. In some problems, however, there is a natural ordinal (though not
cardinal) ranking of choices. This might arise, for example, in a model of bond ratings where
the the user did not want to impose a cardinal scale on the ratings, but wants to take account
of the knowledge that a AAA rating is "better" than AA. Both the Ordered /ogistic and
Ordered Probit (sometimes called N-chotomous) models have this feature. In both models, it
is assumed that k discrete ranked choices are available to the decision maker, and that choices
are determined by the latent unobserved variable y*, where:

Vi=xIB e (7.1.5)

The observed choice is determined by estimated "thresholds", ., with:
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Choice 1 if v.o<op

Choice 2 if 4 <y, < u,

Choice k if Ho <Y,

where 1 is the lowest choice, and k is the highest. It is assumed that the choice selected is
observed, but that v* is not.

Since the latent variable is unobserved, its mean and scale have to be normalized. In
ConTim, , is set to zero, and for the ordered logistic model (MODEL = ORDLO), € is as-
sumed to be standard logistic, and for the ordered probit model (MODEL = NPROB), ¢ is as—
sumed to be standard normal.

For the ordered logistic model. the mode! can be represenied by a sequence of binary
logistic models determining the probability that an observation will have a choice ranking below
(one is lowest) or equal to each choice. Here the probability of drawing a choice below or
equal to choice i is the binary logistic:

1

in (716)

B lvexpl=x '8 = u)

The probability of choice i given x_is then P, - P_ (for choice one it is P ).

The ordered probit model probabilities can be derived and used similarly, except that:

P, = Fg+ u) 7.1.7)

where F( ) is the standard cumulative normal distribution function. For both models, the
probability of choice k is given by one minus the sum of the other probabilities.

The log-likelihood of the ordered choice models is given by the log of the chosen choice
probabilities.  In estimation users should be sensitive to violations of the orderings. The
program will estimate the thresholds, u, ... g . 1If in fact the choices are not truly ordered
in this manner, the program may fail to converge, or x estimates get very close (0 one
another, or the regression constant (which should be used) become very large. The ordered
choice models have few ConTim options, except the possibility of non-linear equations.
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7.1.4. Poisson Regression

The Poisson regression model (MODEL = POISSON) represents another form of ranked or
ordered choice model. Generally in this case, however, the process of interest is not one
which is categorical, but which is discrete none-the-less (see Maddala (1983)). Examples might
be the number of flaws in a piece of wire, or sales in a given time period, or absentee days
in a year. Clearly, these processes could be modeled as regressions with a standard dependent
variable. The poisson regression model offers a slight variant which may be attractive when
the number of likely occurrences during the unit of observation is small.

For the poisson regression model, we assume that the number of occurrences of an event,
v, for the n" observation during a fixed time period is generated by a poisson process where:

exp(_)\u)(xn)r
Probly =r1) = —_—

1!

where 1 takes on the values —— 0, 1, 2, ... Furthermore, we assume that the mean of the
poisson process is given by:

n(x) = Lnlc) + x4

where ¢ is the length of the time period. If all observations have the same length time
period (or number of repetitions) then the term for ¢ will be incorporated in the constant
(sce DSUMS).

The poisson regression model is almost identical to the semi-log-linear regression model.
The major difference is that it imposes the restriction that the regression mean and error
variance be the same which is embodied in the poisson specification. In ConTim, the poisson
model is estimated by iterative ML.

7.2. Continuous Time Models

ConTim can be used to estimate a general class of continuous time, multi-state Markov
and Proportional Hazard models by the command MODEL = HAZARD. Unlike all other
models estimable in HotzTran these models are defined in continuous time. Al any given in-
stant, an observation is defined as being in a state. The model defines the instantancous
probabilities of the observation "transiting” from the state it is in to one or more other states.
Though a model can have many states, it need not be the case that an observation can transit
from one state to all others.

This model form is quite convenient in describing processes where changes are very rare,
and where the probability of "no change” at any given instant is virtually one. For example,
state one might be "not having a child", and state two "giving birth." Obviously giving birth
is rare. A common variation is the two-state Failure Ti/me model, where state one is no
failure, and state two would be failure (such as breakdown of a machine). In this case it
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would be impossible to transit from state two to state one. An example where transit from
each state to all others is possible would be a model of occupational choice.

Proportional Hazard models are thoroughly discussed in references such as Kalbfleisch and
Prentice (1980), Flinn and Heckman (1982, 1983), and Avery and Hotz (1984) 1o which the
reader is referred. Below we give only a brief description of the models as they are used in
ConTim.

At any given point in time, r, an observation, n, is defined as being in a state,
i. Suppose that the current spell in state i began in period r. We define the instantaneous
probability that the observation will transit or change to another state, j, after t periods as the
Hazard or escape rate, hm.i(t). For Markovian modeis in ConTim, the hazard function for a
transition to state j after t periods in state i (for all possible transitions, ij) is an exponential
function of a set of exogenous and time-invariant Xx’s:

)

ij"

h, (0 = explx ' A (7.2.1)

nij

This is the hazard function for the ij"‘ transition. Note that we potentially allow both the X's
and the f's to vary by transition. In addition, the x’s can change over the duration of the
spell in state i. In this case the hazard rate at duration t would be of the form:

b, (O = explx (740" 8). (7.2.2)

Obviously (7.2.1) is just a special case of (7.2.2).
If there are a total of k states, the probability of remaining in state i, for more than T

periods (i.e., of surviving in state i) is given by:

5D = exp{—SZZ:;I j#;hnaj(x.‘q(ﬂ”)’ﬂij) dt}

which is just the survivor function. We assume that two different transitions cannot occur at
the same time.

ConTim offers several more complicated options, however, with what is termed duration
dependence. That is, we want the transition probabilities to depend upon how long an obser-
vation has been in a state. A Weibull model is one case which allows for such time depen-
dence and its hazard function has the form:

Y.
h, (0 = exp(x (7 +D' g0 " (7.2.3)

nij

where t is the length of time the observation has been in the state. Weibull time dependence
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can also be represented by adding a variable £n(t) to the x’s in the hazard. Another similar
form of time dependence is the Gompertz form which is given by:

hnij(t) = cxp(xnij(T i+[) ! ﬂij)exp(t),ij) (724)

This is equivalent to adding the trend variable, t, to the x vector. ConTim also allows the
more general and flexible Box—Cox specification of duration dependence with the hazard func-
tion suggested by Flinn and Heckman (1982).

X, X,
I £~ ]
b, (O = explx (7 +)' 4] exp[<~—)\———>7lij + (—

nij

)72 (7.2.5)

1ij 2ij

ConTim allows all three types of time dependence to be estimated with the command DURA.
The )\ parameters in the Box-Cox function can be estimated or fixed by the user (allowing
general polvnomials in time). Moreover, the program takes advantage of the separability be-
tween the x portion of the hazard (which is constant within what we define as a spell) and the
lime dependent portion (which is not).

Since data do not come in continuous time form, to operationalize the these hazard
models, it is necessary to make several approximations. We assume that all data come in the
form of spells, where a spell is defined as a time period of length T, during which time the
x’s do not change, and at most one transition takes place. If the observation is in state i, and
no transition takes place (i.c., an incomplete spell), the log-likelihood of the n" spell is:

La(L) = —SJ [Z), +h,(0d (7.2.6)
. ;

If a transit to state m takes place (i.e., a complete spell), we generally assume it takes place at
the end of the spell at duration T. The log likelihood is then:

In(L) = Xmm(TiJrT)l/gim - SJ [Z:ﬂ J.;ﬁihmj(l)]dt (7.2.1
0

These likelihoods are exact. In ConTim we use this form, but approximate the time integral
by a Riemann Sum. As noted, we assume generally that the transition takes place at the end
of a spell. If the transition timing is unknown, and spells are of different length (so it
matters), then with most models (see KNOWN) the log-likelihood of a spell with a transition
from state i to m is (substituting the Riemann sum):

/EVL(L) = X (Ti+T)lﬂim - 1n[z;l J';éi h

nim

(D1 + 1 - exp(—Eio Zji] & 0,01 (7.2.8

nij nij

In these examples, the x’s are constant within a spell. Thus, both the integral and/or the
Riemann sum can be simplified to T times the hazard. The log-likelihood of a transition
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from state i to m with Gompertz time dependence, for example, simplifies to:

Zn(L) = (r +T)' 8.

nnn

=, Lep(x, 7+t fOZ] explly,)] (7.2.9)

tm | 1 j#i nij

where n indexes the spell. This can be easily evaluated with only the last portion depending
upon t.

ConTim also allows the time dependence terms to depend upon interactions with x vari~
ables. Thus, for example, the last term in equation (7.2.9) might be, exp(tyl + z e, ) where
z, is one of the exogenous variables and ¢, is an estimated parameter. Another ConTim time
dependence option is the ability to have the start in a stalc not coincide with the beginning of
the spell (see DBEFOR).

Another option available in ConTim is to allow unobserved forms of heterogeneity to
enter the proportional hazard model (see HETERO). The hazard is allowed to have the form:

hnu([) = eXP(X,,U("iﬂ)'ﬂij + aijvn) (7.2.10)

where n indexes an "individual" (or cross-sectional unit) not a spell. The v term is a random
effect, and the parameters < are estimated factor loadings. The Key (o estimation is the as-
sumptions made about the distribution of v. Currently ConTim only allows v to be dis—
tributed with a gamma distribution with density function:

g @, -
fv) = [T(@)8, 'T7v expl-v/4,1, (7.2.11)

where v > 0 and where 6, is the shape parameter and 6, is the scale parameter. In ConTim,
¢, is normalized to 1 smce scale can be captured in the estlmated faclor loadings, ¢,. The 9|
shape parameter must be rcad in by the user (see GAMMA) and cannot be csnmated

When using data in panel form, ConTim will treat each time period observation as a
"spell”, and the cross—section units as "individuals". Thus multiple spells per individual could
be used. The variable time option (see TIME) may be useful, therefore, if the number of
spells varies across individuals.

Technically with k states, there are k(k-1) possible transitions. Each of these transitions
could be governed by a separately estimated hazard function. In some models, however, some
of these transitions may by "forbidden" or cannot take place. Similarly, users may desire to
have the same hazard govern several different transitions. For this reason, ConTim allows the
specification of a user-defined (see TRANS) number of hazards or transition probability
functions. On a separate card (see the TRANSITION VECTOR CARD), the user defines which
transitions each hazard applies to. The hazard functions or transition probabilities of the
various transitions can depend upon different sets of x’s, and they can be functions of x'pg,
ie., linear in the x’s and A's or of a wide class of nonlinear functions. ie., g(x , £), which
are specified by the user USING the NON-~LINEAR EQUATION CARDS. It is also possible
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to have the x variables be used for all transition vectors (like the multinomial logit model), or
be read in separately for each estimated transition function (see NDATA).

The proportional hazard model can also be used for discrete time models. Unlike the
continuous lime model, a spell represents a single, discrete, transition period. The probability
of a transition from state i to state j in the spell n is given by:

P = explx:.g.) (7.2.12)

nij ni
for the exponential probability model (MODEL = EXP) and,

P = explexp(x! 2,)] (7.2.13)

nij ni

for the double exponential model (MODEL = DBLEXP). In each case the transition from i to
i is computed as 1 minus the sum of probabilities for i to all other states. The double ex-
ponential model is most likely to yield parameter estimates close to those of a comparable
continuous lime model.

The discrete versions of EXP and DBLEXP can be used similarly to HAZARD except that
time dependence and heterogeneity are not allowed. They can also be used in a manner
similar to the choice models MULTLO or CONDLO. If all spells are defined as starting in
state one (arbitrarily), and the k states represent choices, the estimated transition vectors (1,2),
(1,3), (1.4) ... would have a similar interpretation to the coefficient vectors estimated for
MULTLO. If only one vector were used to estimate all transitions the model would be similar
to CONDLO.

As with the continuous time models, the discrete time hazard functions or {ransition
probabilities of the various transitions can depend upon different sets of x’s, and they can be
functions of x'p, i.e. linear in the x’s and f’s or of a wide class of nonlinear functions, i.e.,
g(x,. B). which are specified by the user USING the NON-LINEAR EQUATION CARDS.

7.3. ConTim Program Controls

ConTim is accessed within HotzTran by substituting the ConTim MASTER CONTROL
CARD with the command TYPE = CONTIM on it, in place of the normal MASTER CON-
TROL CARD. The data setup cards are the same as those used for normal HotzTran runs,
and ConTim will work with the same data files as used in the rest of HotzTran. The general
command rules for "cards' in ConTim are the same as those of the main program (80 column
cards, § separations, only the first two letters of a command are necessary).

Once in ConTim, there are seven different types of ConTim cards which can be read as
often as desired to run different models. These are: (1) the MASTER CONTROL CARD
(ConTim), (2) EQUATION VARIABLE CARDS(S) (optional), (3) NON~LINEAR EQUATION
CARD(S) (optional), (4) the TRANSITION VECTOR CARD (optional), (5) RESTRICTION
CARD (optional), (6) FORMAT CARD (optional), AND (7) COEFFICIENT STARTING VALUE
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CARD. These cards are repeated (in order) for each "run" or "model”. When no more
models are desired, the program can be terminated by the command STOP, or alternatively
return to the main HotzTran program to read a new data file (TRANSITION CARD) or es-
timate models in HetzTran or MinReg.

Many of the options are best explained in the write—~up of the individual options. Almost
all program specifications are determined on the MASTER CONTROL CARD (ConTim). This
card determines which model-type is run, which observations are selected, how run convergence
is determined, whether models are linear or non-linear, whether parameters are restricted, how
starting values are obtained, whether observations are weighted or residuals printed, how time
dependence is treated in continuous time models, coefficient scaling, and which variables deter—
mine equation “choices” (the dependent variables). To use ConTim, the first card read by
ConTim after the data setup cards (or MinReg and/or HotzTran runs) must be a MASTER
CONTROL CARD (ConTim) with the command TYPE = CONTIM on it. All subsequent
MASTER CONTROL CARD (ConTim)s must also have this command (unlike MinReg). If the
program detects a MinReg or HotzTran MASTER CONTROL CARd it will exit to those sub-
programs.

The specification of the model(s) independent variables is done on the EQUATION
VARIABLE CARDX{S) if the model is linear, or the NON-LINEAR EQUATION CARD(S) if
the model is non-linear. For continuous time models, variables can be selected to automati-
cally interact with time duration parameters, as well as enter the model linearly.

The TRANSITION VECTOR CARD is used with multi-state continuous time Markov
models to indicate which transitions the estimated transition probability vectors apply to.
Finally, the RESTRICTION CARD, FORMAT CARD and COEFFICIENT STARTING VALUE
CARDs rcad in parameter restrictions and the read format and values respectively of the start-
ing values of parameters.

The program will stay in ConTim until it encounters the command STOP or reads a
TRANSITION CARD or dctects a MASTER CONTROL CARD of the main HotzTran program
or MinReg by the command TYPE = 1 or 2 or 3 or 4 or MinReg. If it reads a TRAN-
SITION card, it will exit ConTim to read a new data file, and can only return when it en—
counters TYPE = CONTIM on a MASTER CONTROL CARD. Similarly, if it reads a
MASTER CONTROL CARD of HotzTran or MinReg it will exit to those subprograms.

The details of the control cards are given in the remainder of this chapter. Since the
DATA CONTROL CARD, RUN TITLE CARD, VARIABLE NAMES CARD, and DATA
TRANSFORMATION CARDS, are the same as the main HotzTran program, details of the
commands are not repeated (see Chapter 3).

7.4. MASTER CONTROL CARD (ConTim)

The following options are specified on the MASTER CONTROL CARD (ConTim). They
can be listed in any order and can be omitted if the user wishes the option to take on its
default value. Options may be continued onto several lines so long as a § is used at the end
of a continuation line. The command TYPE = CONTIM must be used on all MASTER CON-
TROL CARD (ConTim)s.
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We first consider the "essential" commands; namely those commands which specify the
model type and determine options which govern parameter restrictions, equation non-linearities,
and likelihood weighting. Commands which govern which observations will be selected for the
run are specified in the next set of options. Then options which determine the starting values,
scaling, tolerances, and convergence criteria for iteraiive solution methods are listed. Then com-
mands are given that control what print and punch output will be produced by the run.
Finally detailed commands are given which are specific to each model type including dependent
variables, time dependence parameter specifications, and heterogeneity options.

7.4.1. The STOP, MODEL, NONLIN, RESTRI, CONST, and WEIGHT Options

The following seven options are used to specify the type of model and the nature of the
estimated equations and/or parameter restrictions. They will to a large extent determine the
cost and complexity of a run. The model option determines which model type is used. The
NONLIN option determines whether the model is linear or non-linear in the x's. The RESTRI
command determines whether or not there are restrictions in the parameters. The WEIGHT
and CONST commands determine whether observations are weighted and if a constant is used
in equations. We now describe cach command in detail indicating the possible options for
each command.

Option Description

TYPE = CONTIM
This command must always be used.

STOP This command instructs the program to stop. It should be placed at the end of
the control file. The entire command STOP must be spelled out (no
abbreviations).

MODEL = XX where XX is explained below. This option determines the model type used in
the run. The models allowed in ConTim runs include the following (see the
beginning of the Chapter for a more complete description).

e MODEL = MULTLO. The program assumes a multinomial logit
model. Choice probabilities are given by a logistic choice model with
x variables descriptive of the decision-maker —-- hence constant across
choices —- but where the parameter vector does vary by choice.
This option cannot be used with NONLIN = 1.

e MODEL = CONDLO. The program assumes a conditional logit
model. Choice probabilities are given by a logistic choice model with
only one parameter vector, but where x variables vary by choice.
This option cannot be used with NONLIN = 1.

e MODEL = FULLLO. The program assumes a mixed logit model.
Choice probabilities are given by a full logistic choice model where
variation of both the parameter vector and x variables across choices
is set by the user. This is the only logistic choice model which can
be used with NONLIN = 1. The NON-LINEAR EQUATION CARD
is read, not the EQUATION VARIABLE CARD (even if NONLIN =
0).
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e MODEL = ORDLO. The program assumes an ordered (N-
Chotomous) logit model. Choice probabilities are given by a single x
and parameter vector, where only the constant term varies by choice.
Moreover, the choice constants are constrained to monotonically in-
crease or decrease according to a preset ordering of the choices.

e MODEL = TPROB. The program assumes a lri-chotomous probit
model.  Preciscly three unordered choices are assumed, and choice
probabilities are assumed to be determined by a probit model with
variation of the parameter vector and x vector across choices in a
fashion set by the user. The NON-LINEAR EQUATION CARD is
read, not the EQUATION VARIABLE CARD (even if NONLIN = 0).

e MODEL = NPROB. The program assumes an ordered (N-
Chotomous) probit model. Choice probabilities are given by a single
x and parameter veclor, where only the threshold term varies by
choice. Moreover, the choice thresholds are constrained to
monotonically increase or decrease according to a preset ordering of
the choices.

e MODEL = POISSON. The program assumes a Poisson regression
model. The dependent variable is assumed to represent the number
of occurrences of an event in a preset uniform time period. The es-
timated x'b are assumed to predict the log mean of the generating
poisson process.

e MODEL = HAZARD. The program assumes a continuous time
multi-state proportional hazard process. The dependent variable(s)
represent beginning and ending "states" for time periods (spells)
which can vary in length. The instantaneous (ransition probabilities
are assumed to be exponential functions of the x variables. For 2-
state problems this model form reduces to a simple failure time
model.

e MODEL = EXP. The program assumes a discrete-time version of
the proportional hazard model. The transition probabilities are given
by the same exponential form as the continuous time version, but
they describe the transition probability for a discrete time period
rather than for an instantaneous point in time.

e MODEL = DBLEXP. The program assumes a discrete-time version of
the proportional hazard model similar to MODEL = EXP. However,
transition probabilities are given as a double exponential function of
the x variables. Because of the exponential transformation used in
the continuous time proportional hazard model, DBLEXP is the
closest discrete time representation of that model, and without time
dependence should yield almost equivalent parameters.

NONLIN = # where # is 0 or 1. The default is 0. This option determines whether linear or
non-linear equation forms are used.

e [f NONLIN = 0, equation(s) are linear in the x’s (except for logit,



120

RESTRI = #

CONST = #

HotzTran

probit, exponential transforms) and are specified on the EQUATION
VARIABLE CARD. This is the cheapest option, and should be used
if model non-linearities are restricted to non-linearities in the
parameters (sece RESTRI). This option must be chosen if MODEL =
CONDLO or MULTLO.

e If NONLIN = 1 then equations are non-linear in the X's and are
specified on the NON-LINEAR EQUATION CARD(S). If NONLIN
= 1 then starting values must be read in (START = (). No starting
values should be zero, however, as this will sometimes cause gradient
problems. This option is the most expensive and should be used only
when necessary. Although it does not have to be formally specified,
this option is in effect required for MODEL = FULLLO or TPROB.

where # is any non-negative integer. The defaull is 0. This option determines
how many restrictions are imposed on parameters in estimation. Each restric—
tion is specified scparately on the RESTRICTION CARD(S). Any subset of the
estimated parameters can be restricted to be a function of the unrestricted
parameters, with estimates and standard errors appropriately adjusted. This op-
tion can be used with both linear and non-linear equations. If all system non-
linearities can be expressed as non-linearities in the parameters, it is strongly
advised that RESTRI, not NONLIN, be used. This allows the system to use the
cheaper computation methods of NONLIN = 0, If restrictions are used,
restricted coefficients will be marked with an "R" on printed output.

where # is 0 or 1. The default is 0. This option determines if a constant is
used in each model equation. If CONST = 0, it is. If CONST =1 it is not. This
option can be overridden on an equation by equation basis by ading a constant
as variable V0 (or CONSTANT) or taking one out with NVO f(or
NICONSTANTI]). For MODEL = CONDLO the default option is no constant
(CONST = 1), as a constant should not be included in all equations. CONST
does notl apply to the NON-LINEAR EQUATION CARD(S) where the constant
must be specified manually (or included as a parameter).

WEIGHT = v#

where # is any integer from 1 to VAR+*. This option determines if the sample
log-likelihood is weighted. A variable name bracketed by [ and 1 can also be
used. If WEIGHT is not specified there is no weighting. The value in vari-
able V# is used to weight cach equation and time period (or spell) likelihood.
Only positive weighting values are allowed. Thus all observations with zero or
negative values for the weighting variable will be dropped. The weights will be
scaled to average one so as not to effect the log-likelihood scale.

7.4.2. Options for Missing Data and the Inclusion of Observations in

Estimation

The following options control how observations with missing data will be handled and
what observations and/or time periods (relevant for panel data sets) will be used to estimate

the equation(s).
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Option

MISS

]

1}

DISK

UTIME

XTIME

UCROS

XCROS

UOBSV

#

i

]

1

Description

where # is 0, 1, or 2. The default is 0. This option determines the treatment
of observations with missing data. It does not apply unless MISS is also
specified on the DATA CONTROL CARD. If MISS = 0 (here) then no obser-
vations are excluded for missing data. If MISS = 1 then all variables used in
the model (independent, dependent. and weight) are checked. If any have
missing values the observation is excluded. If MISS = 2 (here) then any obser—
vation with any missing variables is excluded.

where # is 0 or 1. The default is 0. This option determines internal disk
usage for this model run only. It specifies a different option than DISK on the
DATA CONTROL CARD.

e If DISK = 0 model run data is stored in core. This takes more core
storage but is generally much cheaper in terms of CPU.

e If DISK = 1 the program will write medel run data on the binary
disk file INZ (set to 19) and not use as much core storage. If
START = 1 and disk storage is used, then observations cannot be
scaled (SCALE must = 1).

TO #,

where #, is any integer from 1 to TIME and #, is any integer from # 10
TIME. The default for #, is 1 and for #, is TIME (or the maximum mmber
of time periods if variable time is used). ThlS option determines the range of
time periods used for the run.

TO #,

where #, is any integer from 1 to TIME and #, is any integer from #, to
TIME. This option determines the range of time periods which will not be
used in the run. It cannot be uscd with UTIME.

TO #,

where #, is any integer from 1 TO OBSV and #, is any integer from #, (o
OBSV. The default for # is 1 and for #, is OBSV This option deterrmncs
the range of cross—sectlonal observations used for the run. Any units not in
the specified range will not be used. With non-panel data it determines which
observations are used.

TO #,

where #, is any integer from 1 TO OBSV and #, is any integer from # (o
OBSV. Thxs option determines the range of cross—sectlonal observations wlnch
will not be used for the run. It cannot be used with UCROS.

V# XX.V#, or UOBSV = V# XX.#,

where #, and #, are any mtegers from 1 to VAR*, #, is any real number not
expressed in smcntlflc notation, and XX is one of the logical operators GT, LT,
GE, LE, EQ, NE. There are no defaults. Variable names bracketed by [ and
1 can be substituted for V# 6 and/or V#, If UOBSV is not specified, no ob-
servations will be excluded on this basis. This option specifies a FORTRAN IF
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statement which determines which observations are used in a run. Any obser—
vations not meeting the criteria will not be used. V# specifies a variable
whose value is compared either to the value in variable V#, or the real num-
ber, #, using the comparison indicated by the logical operator (conventional
FORTRAN treatment, e.g., GT means greater than). If the comparison is true
(i.e., V22.GE.3.27 or V27.EQ.V28 or [REEDERI.NE.INEW1) then the obser—
vation is uscd. The comparison is made scparately for cach time period of
each cross—section unit.

7.4.3. Options for Starting Values and Choice of Numerical Optimization
Methods

The following options control how starting values of parameters will be chosen and what
sort of optimization techniques will be employed. There are also some options to control the
tolerances which govern convergence of parameters and whether or not parameters should be
scaled in estimation.

Option Description

START = #  where # is 0, 1. The default is 0. This option determines the method of cal-
culating coefficient starting values.

e If START = 0 starting values are read in on the COEFFICIENT
STARTING VALUE CARD. This option must be used if NONLIN =
1 or MODEL = TPROB or FULLLO.

e If START = 1 the program uses regression methods to get starting
values for the models in question. Depending on the type of model
specification being estimated these starting values are computed in
scveral different ways.

= If MODEL = HAZARD or EXP or DBLEXP or POISSON or
ORDLO or NPROB then starting values are determined by
regressing the observed dependent variable against the independ-
ent variables for starting values. This is 2 0/1 variable denoting
a transition or not for HAZARD, EXP, and DBLEXP. For
POISSON it is the number of occurrences, and for NPROB and
ORDLO it is the number of the choice selected. The coef-
ficients will then be scaled to reflect differences in the run
model parameter partials and those implied for the regression
used in the starting values. For example, with the MODEL =
HAZARD, the model will adjust by a double exponentiation at
the mean transition probability. With Box-Cox time duration, it
is necessary to read in starting values for the exponents (LFIRST
and LSECND).

e If MODEL = MULTLO the program will run CHOICE-1
regressions of the second through CHOICE choices against the
base group of choice one. These are binary linear probability
regressions using in each case only those observations who
selected choice 1 and the other choice included in the regres—
sion. Coefficients are adjusted for scalings.
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s [f MODEL = CONDLO the program runs a binary linear prob-
ability model regression stacking the chosen choice against all of
the non—chosen ones. The cocfficient vector is adjusted for
scale.

FORMAT = # where # is 0 or 1. The default is 0. This option determines the format for
all starting values.

e If FORMAT = 0 then all coefficients are read with (5D16.9) format
(same as they are punched). No FORMAT CARDS are read.

e If FORMAT = 1 then the format for the coefficient vector is read
preceding the STARTING VALUES CARD on the FORMAT CARD.

SCALE = # where # is 0 or 1. The default is 0. This option determines coefficient scal-
ing.

o If SCALE = 0 then the coefficients are scaled to 1 by starting
values. This is done for computational accuracy and does not effect
the printout.

o If SCALE = 1 variables are not scaled. This option must be used if
DISK = 1 on the MASTER CONTROL CARD (ConTim) and START
=1

OUTLY = # where # is 0, 1, or 2. The default is 0. This option determines how the
program handles outliers encountered during estimation.

e If OUTLY = 0 then the program will stop if it encounters an ex-
treme observalion in evaluating a probil/logil/exponential datapoint.
This option can be used to avoid bad starting values.

e If OUTLY = 1 the program will set extreme outlier observations to
boundary values if encountered, and will continue estimation. Any
corrections will be printed.

e If OUTLY = 2 the program will make the same corrections as
OUTLY = 1, but will not print the correction.

ESTIMA = # where # is 0, 1, 2, 3, 4, or 5. The default is 0. This

oplion determines the estimation iteration control. See the Appendix on Fletcher-Powell for
more details.

e If ESTIMA = 0 the program uses both steepest descent and Fletcher—
Powell iteration methods. The program will use the cross—products
of the gradients after steepest descent as starting values for the
Fleticher-Powell second derivatives matrix. If this is not invertible a
partial identity matrix will be substituied.

o If ESTIMA = 1 the program stops after the steepest descenl section.
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o If ESTIMA = 2 same as option (=0) except that the program only
uses Fleicher-Powell, no steepest descent. This option or (=3) should
be used if time limits were rcached on previous runs and a problem
is being restarted in the middle.

e If ESTIMA = 3 same as option (=2) except that an identity matrix is
used for starting values of the Fletcher-Powell second derivatives
matrix not the cross—products of the gradients.

e If ESTIMA = 4 there will be no estimation at all. The program will
compute coefficient standard errors using input values, and will per-
form residual analysis.

e If ESTIMA = 5 same as option (=4) except that coefficient standard
errors are also not computed.

where # is 0, 1, 2, 3. or 4. The default is 0. This option determines the
criteria used for parameter convergence. See Appendix on Fleicher-Powell for
more details.

e If CNVRG = 0 the program requires three criteria to all be satisfied
for convergence. These are:

1. The maximum element of the parameter gradient vector is less
in absolute value than GTOL;

2. The absolute proportional change in the function value is less
than FTOL for two iterations (this criteria should not be used
with TYPE = 3 with just-identified models); and

3. The maximum absolute proportion change of any parameters is
less than PTOL for two iterations.

e [f CNVRG = 1, the program will stop when any of the convergence
criteria specified in option (=0) are satisfied.

e If CNVRG = 2, the program will stop only when the gradient con-—
vergence criteria is satisfied.

o If CNVRG = 3, the program will stop only when the function
change convergence criteria is satisfied.

e If CNVRG = 4, the program will stop only when the parameter
change convergence criteria is satisfied.

where # is any real number not expressed in scientific notation > 0. The
default is .00001. This option determines the tolerance used for convergence by
the maximal absolute element of the parameter gradient vector.

where # i1s any real number not expressed in scientific notation > 0. The
default is .0000001. This option determines the tolerance used for convergence
by the absolute proportional change in the function value. It must be satisfied
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for two iterations.

PIOL = # where # is any real number not expressed in scientific notation > 0. The
default is .0001. This option detcrmines the tolerance used for convergence by
the maximal absolute proportional change of any element of the parameter vec—
tor. It must be satisfied for two iterations.

ITERA = # where # is any non—negative integer. The default is 50. This
option determines the total combined number of iterations allowed in the
steepest descent and the Fletcher—Powell section of program estimation.

SECS = # where # is any non-negative real number. The default is 5. This option
determines the total number of CPU seconds allowed for both steepest descent
and Fleicher-Powell sections of the program. This option applies only if a
CPU timer is used in the program.

7.4.4. Options Controlling Output Printed and Output Punched

The following options control what information from estimation is printed out to the out-
put and punch files.

Option Description

PSTAN = # where # is 0, 1, 2, or 3. The default is O. This option determines
the mecthod used to calculate standard errors of coefficients. Options (=1) (=2)
or (=3) should be relevant only if multiple time periods are used.

e If PSTAN = 0 the program will use the inverse matrix of the nega-—
tive of the sample log-likelihood 2nd derivative matrix evaluated at
the estimated parameters to compule standard errors. This method
will generally be correct for cross—sectional data, and by required as-
sumption, for continuous time models as well.

e If PSTAN = 1 then the program corrects standard errors for inter—
temporal correlations (time-adjusted). If non-panel data is used this
should have the same properties as option (=0). The parameter
covariance matrix is given by D' S D" where D is the negative of
the matrix of log-likelihood 2nd derivatives and S is a cross products
matrix of 1st derivatives.  Generally the 1st derivatives will be
summed over all time periods for each cross—section before cross—
producted. This option can be changed, however, if time-
independence or a moving average time correlation specification is
desired, by the option MAVER.

e [f PSTAN = 2 then the program computes standard errors both ways
by options (=0) and (=1).

e If PSTAN = 3 then the program computes standard errors from the
inverse of the summed cross—products matrix of sample log-likelihood
1st derivatives evaluated for each cross-section (matrix S above). If
estimates are maximum likelihood these standard errors will have
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equivalent properties to those given by option (=0) or (=1).
Generally with panel data the derivatives will be summed over time
periods before they are cross—producted, but this option can be
changed with option MAVER.

where # is any integer from 0 to TIME - 1. With panel data the default is
TIME - 1. With pure lime series or cross—sectional data the default is 0.
This option determines the number of time period leads and lags used in sum-
ming log-likelihood first derivatives when the cross-products matrix of 1st
derivatives is used in standard error calculations. This option applies only if
TIME > 1 and PSTAN =1 or 3. If MAVER = TIME -~ 1 then the program
will sum derivatives for all time periods of each cross—section before cross—
producting. If MAVER = 0 then derivatives will be cross—producted for each
time period (generally correct only if equation errors are independent over
time). If MAVER is between 0 and TIME - 1 then derivatives will be
summed for MAVER time periods preceding and lagging each time period ob-
servation. This option is correct under the assumption that equation errors are
correlated with a moving average process of order MAVER.

where # is 0 or 1. The default is 0. This option determines if the full
covariance matrix of estimated parameters is printed.

e If PCOVA

0 the matrix is not printed.

e If PCOVA =1 it is.
where # is 0 or 1. The default is 0. This option determines if iteration in-
formation is printed. If IPRINT = 0, the program prints information on each
iteration of the estimation process. If IPRINT = 1, then the program prints
only summary information.

where # is 0, 1, or 2. The default is 0. This option determines whether es-
timated parameters are punched (written on disk) on device IPC (generally set
to 7).

e [f CWRITE = 0 no coefficients are punched/written.

e If CWRITE = 1 the program punches/writes final coefficient (and
inter-equation or time period correlations if ECORR > 0 or TCORR
> 0) estimates on device IPC using format (5D16.9). Coefficient or—
der is the same as printed.

e If CWRITE = 2 same as option (=1) except that coefficients
(correlations)  are  also  punched/written at each  steepest
descent/Fletcher-Powell iteration. This option is useful if the com-
puter run can fail in the middle.

where # is 0 or 1. The default is 0. This option determines whether the
program performs and prints a residual/predicted value analysis.

e If RPRINT = 1, the program will compute predicted values,
probabilities, expected value of the error for each observation/time
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period analyzed. See RWRITE for details on what is printed.

o If RPRINT = 0 no residual analysis is done.

RWRITE = # where # is any non-negative integer. The default is 0. This option determines
if residual analysis information is punched/written on disk for each
observation/time period. This option can be used independently of RPRINT.

e If RWRITE = 0 nothing is punched.

e If # > 0 then # will be the device number that residual terms are
punched/written on. Order of punch is the same as residual print,
ie., by time period, then cross—section observation.

For each time period/observation the following four items are punched (or
printed for RPRINT)

7.4.5. Options that only Apply to the Logit/Probit Choice
Models

The following options apply only if the MODEL run is one of the discrete choice model
forms. MULTLO, CONDLQ, FULLLO. ORDLO, TPROB, or NPROB. These models all have a
similar model form. In each case the "dependent” variable is a "choice", depicted in ConTim
by a discrete number 1.2, ... for a variable, DCHOICE. It will generally also be necessary to
specify the number of choices available, CHOICE, or if the choice set size varies, the variable
containing the choice set size, DSIZE. Several data options are also determined, CSCALE (for
MULTLO), CSTAN (for TPROB), and TDATA (for CONDLO).

Option Description

DCHOICE = V#

where # is any integer from 1 to VAR=*. A variable name bracketed by [ and
1 can be substituted for V#. This option determines the "dependent” variable
of the model. The variable named in V# should contain the value, ie. 1.2, ..
, of the choice (or range value for ORDLO or NPROB) sclected for each ob-
servation.  The variable cannot have a value less than 1 or greater than
CHOICE. This option is required for MULTLO, ORDLQ, and NPROB. If it
is not specified for CONDLO, FULLLO, or TPROB, it is assumed that data are
adjusted so that choice 1 is always the chosen choice for each observation.

CHOICE = # where # 1is any integer greater than 1. The default is 2. This option deter-
mines the maximum number of choices in the choice set for any one obser—
vation. If the choice set size is constant for all observations (DSIZE is not
specified) then CHOICE determines the choice set size. This option does not
apply with TPROB, where the number of choices must be 3 (and is set at 3 by
default). For MULTLO, CHOICE determines the number of estimated
parameter vectors (CHOICE minus one).

DSIZE = V# where # is any integer from 1 to VAR*. A variable name bracketed by [ and
1 can be substituted for V#. This option determines the variable which con-
tains the choice set size if it varies by observation. The allowable values for a
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choice set size must be between 2 and CHOICE. This option is allowed only
for MULTLO, CONDLO, or FULLLO. For TPROB, ORDLO, and NPROB the
choice set size must be constant. If the choice set size varies, it is assumed
that choices are dropped from the end (thus for 4 choices 1.2,3.4 are available.
and for 3 choices, 1,2,3).

where # is 0 or 1. The default is 0. This option only applies for CONDLO.
It determines whether data is given for each choice.

e If TDATA = 0 the program assumes an X vector for each choice of
the choice set for each observation. The actual data used by the
program will be adjusted so that xi* = X, - x. for the ith choice,
where j is the selected choice for that observation. The program re-
quires the specification of an x vector for all choices (CHOICE) on
the EQUATION VARIABLE CARD.

e If TDATA = 1 the program assumes that the x vectors have already
been adjusted to deviations about the values of the sclected choice.
Thus, the program reads specifications for only CHOICE-1 x vectors
on the EQUATION VARIABLE CARD. A vector for choice 1 is not
specified. Thus the option (=1) should be used only if the selected
choice equals 1 for all observations (or data can be rearranged so
that it is).

where # is 0 or 1. The default is 0. This option only applies for TPROB.
It determines the normalization used in estimating the covariance and variance
terms of the choice error terms.

e If CSTAN = 0 the program normalizes the error variances of all
three choices to one. The only estimated parameters will be the er—

ror correlation terms. o,,, o, and o

13’ 23"

e If CSTAN = 1 the program does no normalization. The user must
specify and estimate all six error covariance terms, the equation error
sigmas and the three error correlations. To use this option parameter
restrictions usually will have to be imposed.

where # is 0 or 1. The default is 0. This option only applies for MULTLO.
It determines how parameter vectors are normalized. Without further restric—
tions, the model fit will be the same regardless of which normalization is
chosen.

e If CSCALE = 0 the program normalizes the multinomial logistic
parameter vectors by setting the parameter vector of choice 1 to
Zero.

e If CSCALE = 1 the program normalizes the multinomial logistic
parameter vectors by setting each element of the parameter vector of
the the first choice equal to the negative of the sum of the cor-
responding clements of the second through CHOICE parameter vec—
tors. This normalization implies that the parameter vectors will sum
to zero.
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7.4.6. Options for Poisson Regression Models

The following options apply only if the MODEL = POISSON option is chosen. They
determine the "dependent” variable and repetition pattern.

Option Description

DCOUNT = V#
where # is any integer from 1 to VAR*. A variable name bracketed by [ and
] can be substituted for V#. This option applies only for POISSON and
determines the variable which contains the number of occurrences (the depend-
ent variable) for each observation. There is no default. The variable V# can
only take on non-negative integer values.

DSUMS = V# where # is any integer from 1 to VAR*, A variable name bracketed by [ and
] can be substituted for V#. This option applies only for POISSON and
determines the variable which contains the number of repetitions for each ob-
servation. This is equivalent to weighting the observations, and should be used
if the observations correspond to time periods (or wire lengths etc) of different
lengths. V# should contain the number of repetitions for each observation. If
DSUMS is not specified the program will assume that all observations have the
same number of repetitions.

7.4.7. Options Applying Only to the Proportional Hazard Model

The following options apply only to the proportional hazard model. HAZARD, or its dis—
crete counterparts, EXP or DBLEXP. The number of states (NSTATE) and different transition
vectors (TRANS) are determined. Also specified is the data form (NDATA and FAIL) as well
as the determination of which transitions occur (DFIRST, DSECND, DCOUNT, DBEFOR), and
their timing (KNOWN). If duration dependence is assumed, it is set by DURA and LFIRST
and LSECND. Finally, options are available for individual heterogeneity (HETERO, GAMMA
and LAGUER).

Option Description

NSTATE = # where # is a positive intcger greater than one. The default is 2. This option
determines the number of model "states"” or the dimension of the transition
matrix. If NSTATE = 2 then the model can represent the common failure
time model.

TRANS = # where # is a positive integer. TRANS cannot be greater than
NSTATE*(NSTATE-1). The default is 1. This option determines the number
of different estimated transition probability functions. Each estimated transition
vector can apply to as many different transitions as desired (see the TRAN-
SITION VECTOR CARD). If a particular transition is not assigned to a tran-—
sition vector on the TRANSITION VECTOR CARD its probability is assumed
to be zero (any observation with this transition is dropped from the run).

DEP = V# XX.V#, or DEP = V# XX.#,
where #, and #, are any integers from 1 to VAR*, #, is any real number not
expressed in scientific notation and XX is one of the logical operators (GT, LT,
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GE, LE, EQ, NE). A variable name bracketed by [ and 1 can be substituted
for V#,6 or V#, This option only applies to the 2-state failure time model
(NSTATE = 2, TRANS = 1, and transition is only allowed from state 1 to 2).
The observation is assumed to fail when the comparison following DEP is true
(using standard FORTRAN treatment of the operator). In this case the value
in the variable V#, is compared to another variable, V#,, or a real number,
#.. The TRANSITION VECTOR CARDs are not read if DEP is used.

3

DFIRST = V# or DFIRST = #,
where # s any integer from 1 to VAR#, and #, is any integer from 1 to
NSTATE. The default is DFIRST = 1. A variable name bracketed by [ and ]
can be substituted for V# . This option determines the variable which contains
the value of the state each observation is in at the start of its spell (In Con-
Tim each observation is defined as a spell —— a period in which the x variables
except for time dependence are constant, and al most one t(ransition takes
place). The variable specified by DFIRST can only take on the values from 1
to NSTATE. This option does not apply to the 2-state failure time model. If
a number #, 1s specified, observations will all be assumed to start in that state.
This form is useful in estimating failure-time models with more than one lype
of failure. State 1 could be the starting state (no failure) for observations and
different types of failure denoted by transitions into other states as indicated
by the variable denoted by DSECND. This form can also be used to adopt the
EXP or DBLEXP models to choice problems. All observations could "start” in
state 1, and "transit" (choose) a choice indicated by DSECND. In this case,
because of the nature of the probability model, choice 1 should be the
"dominant" choice.

DSECND = V#
where # is any integer from 1 to VAR*. A variable name bracketed by { and
1 can be substituted for V#. This option determines the variable which
specifies the state that each observation is in at the end of its spell. It does
not apply to the 2-state failure model (see DEP). The variable specified by
DSECND can only take on values from 1 to NSTATE.

DCOUNT = V# or DCOUNT = #,
where # is any integer from 1 to VAR* and #, is any positive integer. A
variable name bracketed by [ and ] can be substituted for V#. This option
determines how the length of each spell is specified. If DCOUNT is set equal
to a positive integer, #,, then each spell is assumed to have a time length of
#, If V#, is used, then the spell length is allowed to vary by observation,
and is set by the value in the variable V# . V# is allowed to only take on
values from 1 to NSTATE in this case. If DCOUNT is not specified then all

spells are assumed to have a length of one time period.

DBEFOR = V#
where # is any integer from 1 to VAR*. A variable name bracketed by [ and
1 can be substituted for V#. This option is relevant only with time depen~
dence (DURA > 0) and cannot be used with MODEL = EXP or DBLEXP.
When used, the value in variable V# should be the number of time periods the
observation was in its starting state (as set by DFIRST) before the start of each
spell.  Since ConTim defines a spell as a period of homogeneous x’s and at
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NDATA = #
FAIL = #
KNOWN = #
DURA = #
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most one transition, it is possible for an observation to be in many spells with-
out a transition because the x's are changing. It may be necessary to use
DBEFOR in these instances to account for time spent in a state prior to the
start of the sample for each individual. If DBEFOR is not used with duration
dependent models, the program will count time from previous spells in adding
up time in each state. In doing this it will take explicit account of cross—
section units if the data file is panel or a pure time series, counting from
period one for each individual, and assuming that the observation spells given
for each individual represent continuous records. It will assume a zero previous
time value for the first spell given for an individual.

where # is 0 or 1. The default is 0. This option determines if a separate x
vector is used for each estimated transition parameter vector. It applies only if
TRANS > 1.

o If NDATA = 0 the program uses a scparate x vector for each es-
timated transition parameter vector. This option must be selected if
NONLIN = 1. TRANS different x vectors must be read on the
EQUATION VARIABLE CARD.

e If NDATA = 1 the program assumes a single x vector specified on
the EQUATION VARIABLE CARD. The program will estimate dif-
ferent parameter coefficients for the x vector for each transition.

where # is 0 or 1. The default is 0. This option only applies to the 2-state
failure time model (DEP = V# XX.V#,. It determines which observations are
used for the run.

e If FAIL = 0 the program uses all acceptable observations.

o If FAIL = 1 and panel data is used, the program discards all obser—
vations for an individual following the spell (time period) where a
failure (transition to state 2) occurs.

where # is 0 or 1. The default is 0. This option only applies with MODEL
= HAZARD. It can only be used currently with 2 state models as well. This
option determines when the transition occurs within a spell.

e If KNOWN = 0 then the transition is assumed to occur (if one does)
at the very end of the spell.

o If KNOWN = 1 then it is assumed that the precise timing of the
transition is unknown. The program integrates over all possible tran-—
sition points to determine the likelihood of each observation spell.
In effect, the likelihood of a transition is solved for as one minus
the probability of no transition occurring during the spell. This op-
tion is significantly more expensive than option (=0) and has a prac-
tical effect only when spell periods are of different length (see
DCOUNT).

where # is 0, 1, 2, 3, or 4. The default is 0. This option applies only for
MODEL = HAZARD. It determines whether time (or duration) dependence is
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LFIRST = #
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assumed.

o If DURA = 0 the program assumes no time dependence. The hazard
or transition probabilities do not depend upon the length of time an
observation has been in a state.

¢ If DURA = 1 the program assumes a Weibull form of duration
dependence. This is equivalent to adding a variable £n(t) * X\, where
t is the length of time an observation has been in a state and X\ is
an estimated parameter, to the transition vector. It is also equivalent
to multiplying the hazard, c(x’4), by t raised to the X power. A
separate parameter A\ will be estimated for each transition vector.
This option, or option (=2) must be selected if x variables with tlime
interactions are used.

e If DURA = 2 the program assumes a Gompertz form of duration
dependence. This is equivalent to adding a variable t * X, where t
is the length of time an observation has been in a state and X\ is an
estimated parameter, to the transition vector. It is also equivalent to
multiplying the hazard, e(x’f), by e(t*)). A separate parameter X\
will be estimated for each transition vector. This option, or option
(=1) must be selected if x variables with time interactions are used.

e If DURA = 3 the program assumes a Box-Cox form of duration
dependence. This is equivalent to adding the two terms, ((t ** A,
= 1D/ X))+ vy and ((t »+ X, = 1) / X,) * 7, to the transilion
vector. It is also equivalent to multiplying the hazard by e raised to
the sum of theses two terms. For option (=3) the two parameters,

y, and 7, are free and estimated by the program separately for

1
each transition vector. However, X\ and X, are tireated as fixed

parameters and specified by the use]:r with “variables LFIRST and
LSECND (if LFIRST and LSECND are not specified they default to
1 and 2). The values set for LFIRST and LSECND apply to all
transition vectors. This is a very flexible functional form and can be
used to represent many forms of duration dependence. For example

if A, =1and X\, = 2 it reduces to a quadratic in time.

e If DURA = 4 the program assumes a Box—-Cox form of duration
dependence as in option (=3). However, with this option all four
parameters —— X, X,, Y, and ¥, —— are free and estimated for the

program separately for each transition vector. LFIRST and LSECND

are generally not read (unless regression starting values, START = 1,

are used). Parameter restrictions (see RESTRI}) can be used to

resirict a subset of these paramecters if the full Box—Cox specification

is not desired, and option (=3) is not appropriate.

where # is any real number not expressed in scientific notation. The default is
1. This option only applies if MODEL = HAZARD and DURA = 3 or 4. If
DURA = 3 then LFIRST is the value of X, used in the Box-Cox duration
dependence formula for all transition vectors. If DURA = 4 and START =1
then LFIRST is the starting value assumed for X, (Yl is estimated by the
regression).
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LSECND = # where # is any real number not expressed in scientific notation. The default is
2. This option only applies if MODEL = HAZARD and DURA = 3 or 4. If
DURA = 3 then LSECND is the value of X, used in the Box-Cox duration
dependence formula for all transition vectors. If DURA = 4 and START =1
then LSECND is the starting value assumed for X, (y, is estimated by the
regression). 7

HETERO

]
H

where # is 0 or 1. The default is 0. This option only applies if MODEL =
HAZARD and panel data is used. It determines if unobserved heterogeneity is
assumed in the model.

e If HETERO = 0 the program assumes no heterogeneity.

e [f HETERO = 1 the program assumes that there is an unobserved
factor of heterogeneity (a random effect) which commonly effects all
observations of a given individual. This random effect is assumed to
be distributed with a gamma distribution, with a set shape parameter
g, which is supplied by the user (see GAMMA). The random effect
is assumed to follow a one factor specification, with factor loadings
for cach transition vector estimated by the program. The
heterogeneity parameters are estimated by integrating out the factor
of heterogeneity using an approximate form of integration (see
LAGUER).

GAMMA

"
**h

where # is any real number greater than zero not expressed in scientific nota-
tion. The default is 1. This option only applies if MODEL = HAZARD and
HETERO = 1. It determines the value of the gamma distribution shape
parameter, 4, used to integrate out heterogeneity.

LAGUER

t
**

where # is 2-10, 12, or 15. The default is 10. This option only applies if
MODEL = HAZARD and HETERO = 1. It determines the number of
Laguerre integration points in the approximate numerical integration used to
handle the gamma-distributed heterogeneity factor. The more Laguerre points
used, the more accurate but expensive the approximation. Fifteen points are
the maximum. [See Abramowitz and Stegun (1972, p.9231

7.5. EQUATION VARIABLE CARD(S)

These cards contains the specifications for the independent variables of the model tran-
sition probability or choice equations if NONLIN = (. The number of cards read depends
upon the following rules:

e No cards are read if NONLIN = 1 or MODEL = FULLLO or TPROB. In these
cases, comparable but possibly non-linear, specifications are read on the NON-
LINEAR EQUATION CARD.

e Preciscly one EQUATION VARIABLE CARD is read (when NONLIN = Q) for
MODEL = ORDLO, NPROB, POISSON, or MULTLO. The card specifies the x
variables used in computing all choice probabilities (though parameters vary for
MULTLO).
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e If MODEL = CONDLO and TDATA = 0 then the EQUATION VARIABLE CARD
is rcad CHOICE times. The equations define the x variables used for each choice.
The number of variables shown on each card must be the same. Users are also
cautioned not to use any variables which are constant across all choices for every
observation, as these will cause the model to be unidentified. A constant, therefore.
should generally not be included in the variable vector. If MODEL = CONDLO
and TDATA = 1 only CHOICE~1 EQUATION VARIABLE CARDs are read, as that
for choice 1 is excluded. Here as well, the same number of x’s should be used in
cach equation.

e If MODEL = HAZARD or EXP or DBLEXP and NDATA = 1 then the program
reads precisely onc EQUATION VARIABLE CARD. The card lists the x variables
used in computing all transition probability equations (though parameters will vary).

e If MODEL = HAZARD or EXP or DBLEXP and NDATA = ( then the program
reads a EQUATION VARIABLE CARD for ecach of TRANS transitions. Each card
lists the x variables corresponding to each estimated transition equation. The es—
timated equations are allowed to contain different x's and to have a different num-
ber of parameters.

The EQUATION VARIABLE CARDs are used to specify the independent variables used in each
transition or choice equation. The only exception is the constant which is automatically in-
cluded if CONST = 0. If CONST = 1 (or MODEL = CONDLO) the constant may be selec—
tively included as variable VG or CONSTANT (it can't be inciuded in strings). Variables are
listed as V#, = #, where # is the number of the variable, and #, is an optional code.
Variable names can be substituted for V# . Unlike most other cards, names do not have to
be bracketed by [ and 1 here (its optional).

Variable strings can also be used, indicated by a "-" between variables. Thus Vi#, - V#,
= #, (the = #, is optional) implies that all variables from #, to #, will be included in the
choice or transition equation (or given the code #,). If variables (including those in strings)
are preccded by an "N", they will not be included. Thus, for example, V1-V10,NV8 implies
that all variables from one to ten except variable eight will be included. If CONST = 0, the
constant may be selectively excluded from the choice or transition equation by the use of NVO
or N[CONSTANTI.

Variable names can be used in strings (the number is used to determine the string range)
and with the N command. When names are used after N they must be bracketed by [ and J.
If a variable appears more than once on the EQUATION VARIABLE CARD its status will be
determined by the last reference. Variables (or strings) must be separated by blanks or a
comma.

Variables can be placed in any order on an EQUATION VARIABLE CARD. However,
the program will always reorder them according to their variable numbers. Variable coef-
ficients will be ordered in ascending order according to their numbers, followed by the con-
stant (if used), for each choice or transition equation.

The variable code, #,, has three options.

o If #, = 0 (the default if = #, not included) the variable is included in the choice
or transition equation. This option must be selected unless MODEL = HAZARD.
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e If # =1 the variable is included in the transition equation and is interacted with
the Weibull (DURA = 1) or Gomperiz (DURA = 2) time dependence variables. The

- variable added will be V# ={n(t) (Weibull) or V# *t (Gompertz). This option can
be used only if MODEL = HAZARD and DURA =1 or 2. A separate regular and
interaction paramcter will be estimated for the transition vector.

e If # = 2 the variable is not included in the transition equation but is included as
an interaction term with time dependence terms as in option (=1). This option can
be used only if MODEL = HAZARD and DURA = 1 or 2. Only the interaction
parameter will be estimated.

7.6. NON-LINEAR EQUATION CARD(S)

If NONLIN = 1 specifications for the model's choice or transition probability equation(s)
should be read on the NON-LINEAR EQUATION CARD(s). This form must also be used for
all FULLLO or TPROB models. The NON-LINEAR EQUATION CARD forms are virtually
identical to the EQUATION VARIABLE CARD except that freer, non-linear, equation
specifications are allowed. Whereas only the x variables are listed on the EQUATION VARI-
ABLE CARD(s) both the x’s (V) and parameters (B) must be shown on the NON-LINEAR
EQUATION CARD(s). The number of cards follows similar rules as the EQUATION VARI-
ABLE CARD.

e If MODEL = FULLLO or TPROB then NON-LINEAR EQUATION CARDs are read
for each choice (CHOICE times). The number of parameters and Xx’s can vary
across choices. However, care should be taken to make sure that the model is iden—
tified.

e If NONLIN = 1 and MODEL = ORDLO. NPROB, or POISSON then only one
NON-LINEAR EQUATION CARD is read. If MODEL = ORDLO or NPROB
choice thresholds (shifting constants) should not be specified, as they will be added
by the program (the regular constant normally should be included).

e If MODEL = HAZARD or EXP or DBLEXP then the program reads a NON-
LINEAR EQUATION CARD for each of TRANS transitions. FEach card shows the
equation of the corresponding transition probability vector.

Equation cards must have the following form. The first character is an ecquation
delimiter, "E". The equation delimiter may be followed (optional) by a number indicating the
choice or transition equation number (although equations must be read in order). This number
need not be specified. The next character must be "=". After "=" the equation itself is
spelled out. Each equation is made up of functions of variables (indicated by V# or names
bracketed by [ and 1), parameters (indicated by B#), and numbers (#, can be real). The
parameters can be numbered in any order, but all parameters from Bl-B(max) must be
specified on some equation card. If MODEL = ORDLO or NPROB then choice thresholds es-
timated as parameters will be assigned values after B(max) by the program (see the COEF-
FICIENT STARTING VALUE CARD). If MODEL = TPROB, the program will similarly as-
sign estimated equation error sigmas (first) and correlations (second) after B(max) (see the
COEFFICIENT STARTING VALUE CARD).

Each equation is made up of "elements” combined by the operations +, -, *, /. Each
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"element" has the following form:

axfr /)b *c (i.e. ab%)
where:
a=# (any real number not expressed in scientific notation), and
b = # (any real number not expressed in scientific notation), or
b = LN# (natural log of anyv positive number), or
b = V# (any variable. The name of the variable bracketed by [ and 1 may be sub-

stituted for V#), or

b = LNV# (natural log of any variable. The name of the variable bracketed by [ and ]
may be substituted for V#), or

b = B# (any parameter), or

b = LNB# {natural log of any parameter), or

b = (.) where the ... are other elements with a single layer of parenthesis, or
b = LN(.) natural log of what is in the parenthesis, and

c = # (any real number not expressed in scientific notation. There is a restriction
however. If "c" is larger in absolute value than 1, it will be rounded to the
nearest integer), or

c = V# (any variable. The name of the variable bracketed by [ and ] may be sub-
stituted for V#), or

c = B# (any parameter).

Note: only one layer of parenthesis is allowed and parenthesis cannot follow exponentiation
(xx). Any of the terms a, b, ¢ are optional. Note as well, that sometimes it may be desired
to normalize a choice equation as a "base group” for a logistic or probit choice system. This
can be done by specifying E = 0 for the normalized choice.

Some examples are:

E=B1+B2*V2+B1lx* (B3**2+LNV6E/B6) x*xV3
E2=B2x*-Bl-6.37+LN(B3/B1/B7+B2+3) * (B1L+B2)
E=Bl+[REEDER]**Z#B2+ ([ NEW]*B3+[REEDER]*V5xB4) xxV2
E=B1*B2x* ([REEDER]+LN[NEW1) +B2* [ DEPTOB]

E=0
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7.7. TRANSITION VECTOR CARD(S)

These cards are read only if MODEL = HAZARD or EXP or DBLEXP. The TRAN-
SITION VECTOR CARD is also not read with 2-state failure time models (NSTATE = 2,
TRANS = 1, DEP=V#.XX.V# OR #), as the transition (1,2} is assumed. The TRANSITION
VECTOR CARD determines the state transitions whose probabililies are sel by each estimated
transition vector. As many transitions as desired can apply to each eslimated parameter vector;
however, at least one transition must apply. Any transition possibilities not linked to a tran-
sition vector are assumed o be forbidden. Observations showing one of these transitions will
be cxcluded from the run. Note, that only transitions from one state to another arc allowed.

One TRANSITION VECTOR CARD should be present for each (of TRANS) estimated
transition equations. The card order will determine the meaning of the estimated parameter
vectors. Each card should have the following format:

The first characters are the delimiters "TR". They can be followed (optionally) by a
number indicating the transition vector’s order. This is a check only and need not be
specified. The next character must be "=". After "=" the applicable transitions should be
listed, separated by commas or blanks. Each transition is a couplet, (#,.#2). where # is the
starting state and #, is the ending state. These two numbers cannot equal one another, must
be greater than zero, and cannot be larger than NSTATE. The ( and ) must be present, and
the state numbers must be separated by a comma. A couplet can appear on only one TRAN-
SITION VECTOR CARD. If more than one line is necessary for a card, use the $ continua-
tion.

Some examples:

TR = (1,2) (1,3) (3,1) (5,4)
TR2=(2,1) (3,2) (4,5) (5,1) (5,3)
TR3=(2,3)

TR=(512)1(115)

7.8. RESTRICTION CARD(S)

Each restriction specified by the system must have a separate restriction card if RESTRI
> 0. For each parameter restriction, a restriction equation is read in on a separate line. The
restriction equations have the following form. On the lefi-hand side of the expression, one
must specify the parameter or a function of the parameter to be restricted. In particular, the
left-hand side of the restriction can take the following form:

a*fr /)b *xc¢ = (i.e. ab%

where:

a= # (any real number not expressed in scientific notation), and

b = B# (the parameter to be restricted), and
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c = # (any real number not expressed in scientific notation. There is a restriction
however. If "c¢" is larger in absolute value than 1, it will be rounded to the
ncarest integer).

a and c are optional. b is not. Note that a parameter can be restricted only once.

Each restricted parametler (or function of a restricted parameter) can be restricted to be
cqual to functions of constants and/or unresiricted parameters. In particular the right~hand
side of the restriction expression can take the following form:

a*(or /) b *x ¢ (or -¢) (i.e. ab®)
where:
a=# (any real number not expressed in scientific notation), and
b= # (any real number not expressed in scientific notation), or
b = B# (any unrestricted parameter), or
b = (..} where the ... are other elements with a single layer of parenthesis, and
c = # (any real number not expressed in scientific notation. There is a resiriction

" _ 1

however. If "c¢" is larger in absolute value than 1, it will be rounded to the
nearest integer).

Note: In the right-hand terms of the restriction, only one layer of parenthesis is allowed and
parenthesis cannot follow exponentiation (**). Any of the terms a, b, ¢ are optional.

In the specification of restrictions, the parameters are defined in the following way. If
non-linear equations are used, then the parameters are specified using the same "B" numbers
used to write out the equations on the NON-LINEAR EQUATION CARD(S). For MODEL =
TPROB, error sigma and correlation parameters are numbered following the maximum
parameter used in the non-lincar equations. The numbering order is: The error sigma for
choice (equation) one, the error sigma for choice two, the error sigma for choice three, the
error correlation of choices one and two, the error correlation of choices one and three, and
the error correlation of choices two and three. If program normalization is used (CSTAN =
0), then the choice sigmas are normalized to one, hence are not estimated or numbered or read
in. For MODEL = ORDLO or NPROB, the threshold (or constant shift) paramcters are num-
bered following the maximum parameter used in the non-linear equation (or regular equation).
Recalling that the threshold break between choice one and two is normalized to 0, the first
cxtra paramecter is the threshold between choices two and three, the next between three and
four etc. The last parameter is the threshold between choices CHOICE - 1 and CHOICE.
These orderings assume that the first choice is that with the lowest y.

If linear systems are used (NONLIN = (), all parameters are specified as B#, where the
# denotes the order of the parameter. The parameter order is as follows. The coefficients
corresponding 10 the variables in Choice or Transition equation One come first, with the coef-
ficient number being equal to the ascending order of the variable numbers (i.e. V1,V2, ...)
except for the constant (V0) which always is the last coefficient in each equation. If MODEL
= HAZARD and DURA = 1 or 2 and time interactions are used, regular coefficients are fol-
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lowed by interaction coefficients. Variables used in interactions are ordered by their numeric
order regardless of the order they are read in. The regular time dependence parameter \ fol-
lows the interactions (if any). If MODEL = HAZARD and DURA = 3, regular coefficients
are foliowed by the two free Box-Cox parameters, ¥, and Y, If DURA = 4 all four Box-
Cox parameters are ordered as, ¥, ¥,, X\, and X,. This process is repeated for Equation Two
ctc. For MODEL = ORDLO or NPROB, threshold parameters follow as shown above.

Some examples of restriction cards are:

2.73/B2=B4/B54+B7*x4
-B2*x,5=Blx (B4+B5)**x2+B6/B5%* .5

7.9. COEFFICIENT STARTING VALUE FORMAT CARD

This card is read only if FORMAT=1 on the MASTER CONTROL CARD (ConTim) and
START = 0. The FORTRAN format used to read coefficient values on the COEFFICIENT
STARTING VALUE CARD is read here. It should be a standard FORTRAN format (with
parcnthesis) but not take more than one line. For example, (4F10.4,3X,3F12.3)

7.10. COEFFICIENT STARTING VALUE CARD

If START = 0, the parameter starting values should be read here by either the format of
(5D16.9) if FORMAT = 0 or the format read on the COEFFICIENT STARTING VALUE
FORMAT CARD. Parameter order is:

e For non-linear systems (NONLIN = 0 and EQUATION VARIABLE CARD used), the
coefficients corresponding to the variables in Choice or Transition equation One
come first, with the coefficient ordering being cqual to the ascending order of the
variable numbers (i.e. V1,V2, ...} except for the constant (V0) which always is the
last coefficient in each equation. If MODEL = HAZARD and DURA =1 or 2 and
time interactions are used, regular coefficients are followed by interaction coef-
ficients. Variables used in interactions are ordered by their numeric order regardless
of the order they are read in. The regular time dependence parameter X follows
the interactions (if any). If MODEL = HAZARD and DURA = 3, regular coef-
ficients are followed by the two free Box-Cox parameters, ¥, and Y,. If DURA =
4 all four Box-Cox parameters are ordered as, Y. Y, X, and A,. This process is
repeated for Equation Two etc. through all estimated choice or transition vectors.
For MODEL = ORDLO or NPROB, the threshold (or constant shift) parameters are
numbered following the maximum parameter used in the equation. Recalling that the
threshold break between choice one and two is normalized to 0, the first extra
parameter is the threshold between choices two and three, the next between three
and four etc. The last parameter is the threshold between choices CHOICE - 1 and
CHOICE. These orderings assume that the first choice is that with the lowest y'.

e For non-linear systems (NONLIN = 1 or MODEL = FULLLO or TPROB), the
parameters are ordered using the same "B" numbers used to write out the equations



140 HotzTran

on the NON-LINEAR EQUATION CARD(S). For MODEL = TPROB, error sigma
and correlation parameters are numbered following the maximum parameter used in
the non-linear equations. The numbering order is: The error sigma for choice
(equation) one, the error sigma for choice two, the error sigma for choice three, the
error correlation of choices one and two, the error correlation of choices one and
three, and the error correlation of choices two and three. If program normalization
is used (CSTAN = 0), then the choice sigmas are normalized to one, hence are not
estimated or numbered or read in. For MODEL = ORDLO or NPROB, the
threshold (or constant shift) parameters follow the maximum parameter used in the
equation using the same ordering as in the lincar case.

If NONLIN = 1 starting values equal to zero should generally be avoided (unless restricted) as
they may cause problems.

7.11. TRANSITION CARD

This card signals the end of ConTim and the desire to read another data file. It has the
following commands

Option Description
SAMPLE This command returns to the beginning of the program 1o read another DATA

CONTROL CARD. If SUBROUTINES USER or USEO are used, the variable
ISAMP will indicate the number of the sample being read. It can be accessed
by including the statement: COMMON /G/ISAMP in the subroutine. The en-—
tire command SAMPLE must be spelled out (no abbreviations).

REWIND = # where # is any positive integer. This option will rewind the file on device
#. The entire command REWIND must be spelled out {no abbreviations).

ENDFILE = # where # is any positive integer. This option will end file the file on device
#. The entire command ENDFILE must be spelled out (no abbreviations).
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7.12. SUMMARY OF ConTim OPTIONS

The following is an alphabetical list of the options available for the run section of Con-
Tim, similar to that given for the regular HotzTran program in Chapter 3. We show the op-
tions of the MASTER CONTROL CARD (ConTim), as well as repeating those of the DATA
CONTROL CARD for convenience. For each option, the following information is provided:
(1) the card on which the option appears, (2) a brief description of the option, (3) the values
the option can take, and (4) the page in the manual where the option is described in detail.
The default value for each option is either underlined or noted as "(def. XXXX)."

Option Card Description of Option Values Page
(0 generally
means option
not used)
CHOICE ConTim The maximum number of choices 2, > 2 127
(logistic or probit choice models)
CNVRG CouTim  Convergence criteria control 0,1, 2 124
3, 4
CONST ConTim  Constant control 0,1 120
CSCALE ConTim MULTLO normalization control 0,1 128
CSTAN ConTim TPROB normalization control 0,1 128
CWRITE ConTim  Coefficient punch/disk write 0.1, 2 126
control (0 = no punch)
DBEFOR ConTim  Variable number of previous spell V# 130
time (HAZARD)
DCHOICE ConTim  Variable number of choice selected V# 127
(logistic or probit choice models)
DCOUNT ConTim Variable number for occurrences V# 129
(POISSON)
DCOUNT ConTim Variable number for spell length V# or # 130
(HAZARD, EXP, DBLEXP)
DEP ConTim Dependent variable number for two V# XX V#, 129
state failure time model or #,
DFIRST ConTimm  Starting state or variable number V# or # 130

(HAZARD, EXP, DBLEXP)
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DSECND

DSIZE

DSUMS

DISK

DISK

DURA

ESTIMA

FAIL

FORMAT

FORMAT

FTOL

GAMMA

GTOL

HETERO

INPUT

IPRINT

ITERA

KNOWN

LAGUER

ConTim

ConTim

ConTim

DATA

ConTim

ConTim

ConTim

ConTim

DATA

ConTim

ConTim

ConTim

ConTim

ConTim

DATA

ConTim

ConTim

ConTim

ConTim

Ending state variable number
(HAZARD, EXP, DBLEXP)

Variable number for choice set size
{MULTLO, CONDLO, FULLLO)

Variable number for repetitions
(POISSON)

Internal observation disk control
Internal model run data disk control

time dependence control
(HAZARD)

Estimation procedure

two state failure model data control
Data input format

Format control for starting

values

Tolerance for function change
convergence

Gamma shape parameter for
HAZARD heterogeneity

Tolerance for gradient
convergence

HAZARD heterogeneity control

Input device (FORTRAN) number

Iteration print control
(1 = no print)

Maximum number of iterations

HAZARD transition timing control

Number of laguerre points
(HAZARD heterogeneity)

V#

V#

V#

0. (..,

USER, USEO

0,1

>0

(def. .0000001)

150

>0

{def. .00001)

0,1

INP, > 0
0, 1
0, >0

(def. 50)
0, 1

2-10, 12, 15

HotzTran

130

127

129

22

121

131

123

131

21

123

124

133

124

133

22

126

125

131

133
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LINE

LFIRST

LSECND

MAVER

MISS

MISS

MODEL

NAME

NDATA

NONLIN

NSTATE

OBSV

OUTLY

PCOVA

PRINT

PSTAN

PTOL

RESTRI

RPRINT

RWRITE

DATA

ConTim
ConTim

ConTim

DATA

ConTim

ConTim

DATA
ConTim
ConTim

ConTim

DATA

ConTim

ConTim

DATA

ConTim

ConTim

ConTim
ConTim

ConTim

Line width for printout
(1 = 80 characters/line)

X, value for DURA

1

3

i

A, value for DURA = 3

Number of moving average sums
in std. error calculations

Missing variable value code

Equation missing value control

Model-type

Variable name control
Separate x control for HAZARD
non-linear equation control

Number of states
(HAZARD, EXP, DBLEXP)

Number of cross—sectional units

Outlier control

Print control for parameter
covariance

General data set print control

Standard error control

Tolerance for parameter
change convergence

Number of parameter restrictions
Residual analysis print control

Device number (FORTRAN) for

0,1

1L #

2 #
0 - TIME-1
<H, =#, S#

(def. no miss)

0, 1,2

ORDLO, NPROB.

22

132

133

126

23

121

118

FULLLO, MULTLO,

TPROB, CONDLO.,

POISSON. HAZARD,

EXP, DBLEXP

|§\)
v
[}

©
v
o

>0
(def. .0001)

0, >0
0, 1

0, >0

23

131

119

129

20

123

126

22

125

125

120

126

127

143
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residual punch

SCALE ConTim Coefficient scaling control 0,1 123
(1 = no scale)
SECS ConTim Maximum number of CPU seconds 0, >0 125
(def. )
START ConTim  Starting value control 0,1 122
STOP ConTim Termination command 118
TDATA ConTim CONDLO data form control 0.1 128
TIME DATA  Number of time periods or variable 1. >1or V# 21
TRANS DATA Number of data transformations 0,>0 24
TRANS ConTim Number of estimated transition 1L, >1 129

equations (HAZARD, EXP, DBLEXP)

UCROS ConTim  Cross—sectional unit control # TO #, 121
(def. all)
UOBSV ConTim  Observation specific control V# XX V#, 121
( XX = .GT, etc. ) or #,
(def. all)
UTIME ConTim Time period control (if TIME > 1) #, TO #, 121
(def. all)

VARI DATA Number of Variables read >0 20
WEIGHT ConTim  Variable number for weighting V# 120
XCROS ConTim  Cross—sectional unit exclusion # TO #, 121

(def. none)
XTIME ConTim Time period exclusion #, TO #, 121
(if TIME > 1) (def. none)

7.13. ConTim Examples

To illustrate the ConTim program in practice, we present a few sample runs illustrating
its commands. Suppose that the same data set is used that is described on Chapter 5, consist-
ing of 120 women observed for 5 time periods, with data on labor force participation, hours
worked, wages, fertility, education, family income, age, kids, and race. In addition, suppose
that we define two more variabless AGEYNG which is the age of the youngest child at the
start of each year in the sample period and STATUS which is equal to 1 if the woman was
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out of the labor force during year; equal to 2 if she was unemployed; and equal to 3 if she
was working. These two variables follow the RACE variable in the data file. The first 10
lines in the data set, which consist of the data for the first individual for each of the five
years and the data for the second individual for each of the five years, are repeated here:

1.0 500. 4.00 0.0 12.0 12000. 25.0 0.0 1.0 1.0 0.0 3.0
0.0 000. 0.00 0.0 12.0 12500. 26.0 0.0 1.0 1.0 0.0 2.0
1.0 2100. 4.50 0.0 12.0 13500. 27.0 0.0 1.0 1.0 0.0 3.0
6.0 000. 0©0.00 1.0 12.0 22000. 28.0 1.0 1.0 1.0 0.0 1.0
0.0 600. 0.00 0.0 12.0 20000. 29.0 1.0 1.0 1.0 1.0 2.0
0.0 000. 0.00 0.0 11.0 18000. 37.0 4.0 1.0 1.0 5.0 1.0
6.0 000. 0.00 0.0 11.0 20000. 38.0 4.0 1.0 1.0 6.0 1.0
C.0 060. 0.00 0.0 11.0 11500. 39.0 4.0 1.0 1.0 7.0 2.0
1.0 330. 3.10 0.0 11.0 12000. 40.0 4.0 1.0 1.0 8.0 3.0
1.0 1200. 3.80 0.0 11.0 18000. 41.0 4.0 - 1.0 1.0 9.0 3.0

where each line has a format of (12Fe6.0).

The following CONTROL CARDS specify a 2-state failure time model run, where units
of lime are measured in years, with the occurrence of a birth defined as "failure™:

OBSV=120 TIME=5 INPUT=17 FORMAT=(12F6.0) VARI=12
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG STATUS
TYPE=CONTIM DEP=V4 START=1 MODEL=HAZARD
HOURS WAGE EDUC INCOME AGE RACE
STOP

Suppose that we regard the different number of cumulative births (or achieved parity
levels) as separate “states,” i.e, state 1 = no births, state 2 = 1 birth, state 3 = 2 births, etc.,
and movement between different parity levels as transitions. Note that the only allowable
transitions are from state 1 to state 2, from state 2 to state 3, etc. Moreover we let the
hazard funciion for the transition to the first birth is different from the transition to the
seccond birth but that the transitions to third and higher birth parities are the same; such a
model is specified with the TRANSITION VECTOR CARDs. Assume that KIDS is the number
of kids at the start of the period. Finally, assume that we want time dependence of a gom-—
pertz form, and use the same x’s for all transitions.



146 HotzTran

OBSV=120 TIME=5 INPUT=17 FORMAT=(11F6.0) VARI=11 TRANS=6
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG

vi2=1

IF([KIDS].EQ.1) V12=2

IF([¥IDS].EQ.2) Vi2=3

IF([KIDS].GE.3) Vv12=4

V13=v12

IF([FERT].EQ.1) V13=V13+l

STATE1l STATE2

TYPE=CONTIM START=1 MODEL=HAZARD DURA=2 TRANS=4 NDATA=1 $

DFIRST=[START1] DSECND=[START2] DBEFOR=[AGEYNG] NSTATE=5

HOURS WAGE EDUC INCOME AGE RACE

TR1=(1,2)

TR2=(2,3)

TR3=(3,4)

TR4=(4,5)

STOP

In this run. the "states” occupied at the beginning and end of each yearlong spell are obtained
by creating the variables START1 and START2 just for this particular run. Note also that in
the above specification DCOUNT is not explicitly specified since each "spell” is assumed to be
one year long.

This data set can also be used to illustrate the choice models available in ConTim. Sup-
pose that we wish to analyze the choice of the woman between the three labor market statuses:
not in the labor force. unemployed and employed. This choice can be modeled using the
STATUS variable as as a multinomial logit, or discrete EXP or DBLEXP choice as follows:

OBSV=120 TIME=5 INPUT=17 FORMAT=(12F6.0) VARI=12
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG STATUS
TYPE=CONTIM START=1 MODEL=MULTLO CHOICE=3 DCHOICE=[STATUS] $
CSCALE=0
FERT EDUC INCOME AGE KIDS HUS RACE
TYPE=CONTIM START=1 DFIRST=1 DSECND=[STATUS] NSTATE=3 TRANS=2 $
NDATA=1 MODEL=EXP
FERT EDUC INCOME AGE KIDS HUS RACE
TR=(1,2)
TR=(1,3)
STOP

This could be estimated as a probit model using the non-linear form as:
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OBSV=120 TIME=5 INPUT=17 FORMAT=(12F6.0) VARI=12
DATA ON FAMILY WORK FORCE DATA

LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG STATUS

TYPE=CONTIM START=1 FORMAT=1 MODEL=TPROB DCHOICE=V1l

E1=0

E2=B1*V4+B2#V5+B3*V6+B4+V7+B5*V8+B6xVS+B7*xV10+B8

E2=B9*V4+B10*V5+B11*V6+B12*VT+B13%xV8+B14*xVO+ §
B15%V10+Bl6

(16F2.0)

.1.1.1.1.1.1.%.1.2.1.1.1.1.1.1.1

STOP

To examine whether the choices "out of labor force", "unemployed"”, and "working" are ranked,
one could run:

OB5V=120 TIME=5 INPUT=17 FORMAT=(12F6.0) VARI=12

DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG STATUS
TYPE=CONTIM START=1 MODEL=ORLLO CHOICE=3 DCHOICE=[STATUS]
V4-V10
STOP

The Poisson regression model form is illustrated by the following model to determine the num-
ber of children each woman had at the end of the sample. Because the model looks at the
accumulated total we run it as a pure cross-section (via the UTIME=(5TO5) command).

OBSV=120 TIME=5 INPUT=17 FORMAT=(12F6.0) VARI=12
DATA ON FAMILY WORK FORCE DATA
LFP HOURS WAGE FERT EDUC INCOME AGE KIDS HUS RACE AGEYNG STATUS
TYPE=CONTIM START=1 MODEL=POISSON DCOUNT=[KIDS] UTIME=(5TO5)
V3 V5 Ve V7 V10
STOP

We illustrate the continuous time multi-state hazard specifications in which individuals
have variable numbers of "spells" and in which these spells may be of varying length. Supposc
that we have a data set obtained from a retrospective survey with "event histories” on births
for 120 women from the time of their first marriage until the time of the survey.  Suppose
that the length of spells is measured in months. Recall that a spell is a consecutive period in
which no x variables changed nor did the state being occupied. In this data set, we have the
following variables:

FERT A dummy variable equal to 1 if the woman gave birth to a child as of the end
of a spell and 0 otherwise

EDUC Number of years of education for the woman (constant over time)

INCOME Annual Family income (in thousands of dollars), which is assumed to change
each January and remaing constant for the subsequent 12 month period
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AGE The woman’s age (in years) as of January

KIDS The number of children the woman had given birth to as of the beginning of
the current spell

HUS A time-varying dummy variable equal to 1 if the woman had a husband during
the current spell and 0 otherwise

RACE A dummy variable equal to 1 if the family was white (constant over time)
SPELL# A variable equal to the number of the current spell for a particular woman
LENGTH A variable equal to the length of the current spell (in months)

Consider the data for two women in this data file. The first woman is married in
June, has her first birth 26 months later and gets divorced after 45 months of marriage.
Finally, suppose that the interview occurred 5 months after her divorce. In addition, her IN-
COME and AGE variables change on January of each year. The Second woman is married
in December, has her first child 12 months after marriage and has her second child 20 months
after the second. She is interviewed 2 months after the birth of her second child. Again, her
INCOME and AGE variables change on January of each year. Based on these event histories,
the first woman has 7 spells and the second has 6 spells; that is the first woman as 7 lines of
data and the second has 6. Their data looks like the following:

0.0 12.0 12.0 20.0 0.0 1.0 1.0 -1. 7.0
0.0 12.0 20.5 21.0 0.0 1.0 1.0 2.0 12.0
1.0 12.0 16.3 22.0 0.0 1.0 1.0 3.0 7.0
0.0 12.0 16.3 22.0 1.0 1.0 1.0 4.0 5.0
0.0 12.0 25.3 23.0 1.0 1.0 1.0 5.0 12.0
0.0 12.0 27.2 24.0 1.0 1.0 1.0 6.0 3.0
0.0 12.0 27.2 24.0 1.0 0.0 1.0 7.0 5.0
0.0 9.0 18.0 18.0 0.0 1.0 0.0 -1.0 1.0
1.0 9.0 19.5 18.0 0.0 1.0 0.0 2.0 11.0
0.0 9.0 19.5 192.0 1.0 1.0 0.0 3.0 1.0
0.0 9.0 17.8 20.0 1.0 1.0 0.0 4.0 12.0
1.0 9.0 18.1 21.0 1.0 1.0 0.0 5.0 7.0
0.0 9.0 18.1 21.0 2.0 1.0 0.0 6.0 2.0
Note that the variable SPELL# = -1.0 at the beginning of the data for a new individual as

described in the TIME option discussed on page 21.

Again, we regard the different number of cumulative births (or achieved parity levels) as
separate "states," i.e, state 1 = no births, state 2 = 1 birth, state 3 = 2 births, etc., and move-
ment between different parity levels as transitions and the only allowable transitions are from
state 1 to state 2, from stale 2 to state 3, etc. The model we are interested in fitting assumes
that cach birth transition has a separate set of coefficients, i.e., the birth of the first child has
a different hazard function than the birth of the second, and the second as different that the
third etc.; such a model is specified with the TRANSITION VECTOR CARDs. Such a model
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can be estimated with the following CONTROL CARDs:

OBSV=120 TIME=V8 TIME=18 INPUT=17 FORMAT=(9F6.0) VARI=9 TRANS=8
CONTINUOUS TIME BIRTH PROCESS MODEL

FERT EDUC INCOME AGE KIDS HUS RACE SPELL# LENGTH

V10=1

IF([KIDS].ED.1) V10=2

IF([KIDS]}.EQ.2) V10=3

IF({KIDS].EQ.3) V10=4

IF([KIDS].EQ.4) V10=5

IF([KIDS].EQ.5) V10=6

V11i=V10

IF([FERT].EQ.1) V11=V11l+1l

STATE1l STATEZ

TYPE=CONTIM START=1 MODEL=HAZARD DURA=2 TRANS=6 NDATA=1 $

DFIRST=[STATE1] DSECND=[STATE2] DCOUNT=[LENGTH] NSTATE=7

EDUC INCOME AGE RACE HUS

TR1=(1,2)

TR2=(2,3)

TR3=(3,4)

TR4=(4,5)

TR5=(5,6)

TR6=(56,7)

STOP

where the maximum number of spells for a single individual in the sample is 18.

Finally, we illustrate a conditional logit run. Suppose the 120 women represent a Cross—
section of women who just took new jobs. Moreover suppose that the women had a choice of
up to 4 jobs, and the variables WAGE, DISTANT, and START each with a subscript of 1 to 4
represent the wages, travel distance, and starting hour of the up to four jobs each woman con-
sidered. (This data set is not illustrated herein.) Let JOBS represent the number of choices
and SELECT be the number of the job actually selected by the woman. Note that the jobs
can be ordered in any way, except that if fewer than 4 jobs were considered the variables
WAGE]1, DISTANTI. START1, must be filled in first. To cstimate the weights attached to the
three variables in making job choices, we run:

OBSV=120 TIME=1 INPUT=17 FORMAT(15F6.0) VARI=15
DATA ON JOB SELECTION
JOBS SELECT AGE WAGEl DISTANT1 START1 WAGE2 DISTANT2 STARTZ
WAGE3 DISTANT3 START3 WAGE4 DISTANT4 START4
TYPE=CONTIM START=1 MODEL=CONDLO CHOICE=4 DCHOICE=[SELECT]} &
DSIZE=[JOBS] TDATA=0
WAGE1 DISTANT1 STARTL
WAGE2 DISTANT2 START2
WAGE3 DISTANT3 START3
WAGE4 DISTANT4 START4
STCP

The conditional logit model can be used to see if vounger women are more wage sensitive, we
crcate a variable which interacts age with wage, A*WAGE.
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OBSV=12C TIME=1 INPUT=17 FORMAT(15F6.0) VARI=15 TRANS=4
DATA ON JOB SELECTION

JOBS SELECT AGE WAGEl DISTANT1 START1 WAGE2 DISTANT2 START2

WAGE3 DISTANT3 START3 WAGF4 DISTANT4 START4

[A*WAGE1]=V3xV4

[A*WAGE2]=V3xV7

[A*WAGE3]=V3*V10

[A*WAGE4]=V4xV13

TYPE=CONTIM START=1 MODEL=CONDLO CHOICE=4 DCHOICE=[SELECT] §
DSIZE=[JOBS] TDATA=0

WAGE1l DISTANT1 START1 A*WAGEL

WAGE2 DISTANT2 STARTZ2 A*WAGEZ

WAGE3 DISTANT3 START3 A*WAGE3

WAGE4 DISTANT4 START4 AxWAGE4

STOF
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Appendix I
PROGRAM ERROR MESSAGES

The program will print out error messages if it detects them in processing control cards.
The error message will generally be printed after the "cards” which caused the problem, and
will ordinarily cause termination of the program. The program will print out all input cards
labeled by the name of the card that the program thinks it is reading. The program will only
be able to catch errors which unambiguously violale program specifications and thus may fail
to catch some potentially troublesome problems. Some guides to interpreting the relatively terse
error messages are as follows.

ERROR 1 "READ EQF. ON CONTROL CARD". This message means that the end of the
card file was reached before the program expected it. The likely cause is a
line missing or out of place. A clue to this cause is a card which is printed
with an incorrect name. Another cause could be the failure to use a $ con-—
tinuation break when vou should have, specifying too many equations, variables
etc. or including too few variable names c¢tc.

ERROR 2 "INVALID OPTION CARD". This option means that the program could not
translate a command (such as VARI=2). Whencver this error occurs, the
program will print out the approximate code that it was processing when it
detected the error. The likely causes are

¢ Failure to leave a space or comma between commands.

Failure to spell a command correctly.
e Leaving out the '=" sign in a command.

e Getting a card out of order so a command comes in the wrong
place.

e Failure to put [ and } around a variable name when used in a com-
mand.

e Forgetting parenthesis in a FORMAT or IF statement.
e Placing a § break in the middle of a command.

e Placing blanks in the middle of a command.

ERROR 3 "INCONSISTENT OPTIONS REQ". This message means that mutually exclusive
options were requested. The meaning depends on which "card" contains the er—
ror.

e If on the DATA CONTROL CARD possible causes are:
s VARI is not specified;

w DISK = 1 and FORMAT or TRANS is not 0;

a OBSV = (0, FORMAT = 0, and INPUT is the same file as the
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control card file;

» TIME = 0 or is given a variable number out of range or a
variable is named instead of numbered.

s TIME is determined by a variable, but the maximum number of
time periods is not specified by a separate TIME = # com-
mand.

¢ If on the MASTER CONTROL CARD possible causes are:

» for UTIME, XTIME, UCROS, or XCROS the 1st specified
number is larger than the 2nd or numbers are out of range for
the sample;

® TYPE is not specified;

= TYPE is not equal to 3 and TEXOG is greater than 0 or
START = 1;

#= TEXOG = 0 and TSUB is greater than 0;
® TYPE = 1 and START is greater than 2;

® TYPE = 3 and TEXOG is greater than 0 and TLAG is greater
than LAGS;

®» TYPE or MODEL is out-of-range or option is misspelled;

» ECORR or TCORR is greater than 0, TYPE = 2 or 4, or
EQUA = 1 (ECORR) or TIME = 1 (TCORR);

# NONLIN =1 and START = 2 or 4

» TYPE = 2 and HERMIT is out of range, RANDOM = 2 and
EQUA = 0 or 1, RANDOM = 0 or 1 and TIME = 1I;

s TYPE = 4 and EQUA = 1.

e If on the BASIC EQUATION CARD possible causes are:
= TYPE = 2 or 4 and MODEL = LOGIT or TRUNCATE;

= FIXED =1 and, TIME = 1 or TYPE = 2 or TYPE = 4.

e If on the EQUATION TESTING VARIABLE CARD it means that
orthogonality conditions were imposed in the basic model which are
not imposed in the test.

e If on the MASTER CONTROL CARD (MINREG) possible causes
are:

® for UTIME, XTIME., UCROS, or XCROS the 1st specified
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ERROR 5

ERROR 6
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number is larger than the 2nd or numbers are out of range for
the sample;

# TYPE = MINREG is not specified on the first card;
= No dependent and/or independent variable cards:

» WEIGHT, RPRINT, RWRITE, AUTO, or MISS used with DISK
= 3 OR 5 on the DATA CONTROL CARD.

e If on the MASTER CONTROL CARD (CONTIM) possible causes are:

= for UTIME, XTIME, UCROS, or XCROS the ist specified
number is larger than the 2nd or numbers are out of range for
the sample;

= TYPE = CONTIM is not specified, or an incorrect MODEL
form;

= More transition vectors specified than allowed, or NSTATE < 2;
= KNOWN used with NSTATE greater than 2;

5 A dependent variable is not specified (except CONDLO):

8 TPROB is used and NSTATE is not 3;

2 NONLIN = 1 and MODEL = MULTLO or CONDLO or START
= 1;

= DURA, NFUN, OR KNOWN used and MODEL not equal to
HAZARD;

w DEP used with more than 2 states or 1 transition vector.

"VARIABLE # OUT OF RANGE". A variable number specified is less than 0
or grcater than VAR#. This can occur because of a typing mistake or a card
out of order. It can also occur if a variable name is not bracketed by [ and
] where it should be or the characters = or — or $ or STOP or SAMPLE are
used in names not bracketed. If the error occurs in specifving the dependent
variable in an equation it can also mean that .EQ. or .NE. were used with
TOBIT or DBLTOB, or that .LE., .LT., .GE., .GT. were not specified for
DBLTOB.

"CORE EXCEEDED DURING READ". This error can occur when OBSV = {
and a rcad to end-of-file is used. It means that more internal core storage is
needed and was detected at the observation listed.

"READ ERROR ENCOUNTERED". This message implies that a read error was
encountered in the observation file at the observation listed. If this error occurs
at observation 0 it means that the file could not be accessed at all (FORMAT
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file doesn’t exist etc.) This error can also occur when the obser—
vation time period is set by an input variable (TIME = V3) and a time period

out of the acceptable range is encountered.

"RESTR/TRANS/NON-LINEAR CARD". This message implies that the program
had trouble decoding a restriction, transformation, or non-linear equation card.
The program will generally printout the approximate area of code that it was
processing when it detected the error. Its causes will depend on the place of
the error.

e General causes on any card are:

LN or EXP misspelled;
two layers or unmatched parenthesis or parenthesis after **;
no =’ sign specified;

failure to separate equation elements by — + % / or typing two
operators in a row (++);

variables or parameters out of range;
variable names used without brackets [ and 1;

the use of any unallowed characters.

e If the error occurs on a TRANSFORMATION CARD possible ad-
ditional causes are:

FOR, IF. IFTIME or IFCROS misspelled or parenthesis not
used;

the first element of the range of the FOR, IFTIME, or
IFCROS statement is more than the second or is not a positive
integer;

The index variable "I" following a FQR slatement is not
properly bracketed by < and >;

a variable is not specified on the left-hand-side of the equation
or is out of range;

a variable on the right-hand-side of the equation or in an IF
statement is created after the current transformed variable (or

not at all);

leads or lags of variables more than the total number of time
periods;

LN or EXP used after #=.

e If the error occurs on a NON-LINEAR EQUATION CARD possible



User’s Manual

ERROR 8

ERROR 9

ERROR 10

ERROR 11

159

additional errors are:

m E S V, P, or C are not on the left-hand-side of the equation
or equations are out of order or left out;

m parameter specifications are not complete (some numbers in the
middle are not specified);

s EXP or variable leads/lags are used.

e If the error occurs on a RESTRICTION CARD possible additional
eTTors are:

m V LN, EXP, or leads/lags are used;

» The left-hand-side of the equation does not contain a parameter
specification;

® 3 restricted parameter appears on the right-hand side of another
equation;

w g paramcter appears after exponentiation #*,

e If the error occurs on a TRANSITION VECTOR CARD in CONTIM
the crror indicates that a transition is out of range cither with too
large a state specified or too small. It may occur because of a
failure to include a =, or (.

"MORE WORDS OF CORE NEEDED". This mcssage implies that more core
storage is needed. The amount needed is listed. Possible remedies are to provide
more core (see PROGRAM CHANGES FOR SYSTEM ADAPTION) or to
reduce core needs by putting observations on disk (see the command(s) DISK).
This error may be symptomatic of other errors such as variables out-of-range,
OBSV being misspecified eic.

"WEIGHTING MATRIX". This message indicates that the program was unable
to invert the "optimal weighting” matrix formed if TYPE = 3 and OPT = 0.
Since this matrix is formed as the cross-products matrix of the orthogonality
conditions, failure to invert indicates that thc orthogonality conditions are not
linearly independent. This can occur if there are too few observations, if vari-
ables are constant over time and not so specified, or if orthogonality conditions
are redundant. This error causes termination of the model run but not the job.

"COMPUTE STARTING VAL.". This message indicates that the program was
unable to compute starting values for the model run from the preliminary
regression. Non-identification of the parameters is a likely cause. This error
causes termination of the model run but not the job.

"COMPUTE STANDARD ERR.". This message indicates that the program
could not properly compute standard errors. (thus those printed should not be
trusted). A hessian matrix not of full rank is the likely cause perhaps from
parameter non-identification. If panel data is used this error can occur even
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when parameters are identified when the number of cross-section units is less
than the number of parameters. This error causes termination of the model run
but not the job.

"STEEPEST DESCENT" or "FLETCHER-POWELL". These errors indicate that
the program could not calculate function values and gradients. The most likely
cause is an observation value way out of range caused either by

e a lack of proper scaling of data;
e bad starting values; or
e a misspecified model (particularly non-linear): or

e poor tolerance with a fixed effect.

The program will generally printout the number and time period of the specific
observation which caused the trouble. The numbers refer 10 the number within
the specific range used for the run.

"IN VARIABLE NAME". This error occurs when the program attempts to
match a variable name to its number. It can occur in processing names on the
DATA TRANSFORMATION, MASTER CONTROL, and the BASIC EQUATION
CARDS where variable names must be bracketed. It can also occur on the
TIME VARIATION, EQUATION VARIABLE, and EQUATION TESTING
VARIABLE CARDS where they do not have to be bracketed. The program
will printout the name of the variable it was processing when the error was
detected. Likely causes are:

s misspelling a name or using an incorrect name;
e using a variable name twice;
e forgetting the =C on the TIME VARIATION CARD;

¢ using the characters = or - or $ or STOP or V# or NV# in a
name;

e not placing a comma or space between variable names;

e placing an inappropriate character after the = sign on the EQUA-
TiON VARIABLE CARD.

"MASTER CARD ORDER". This error occurs when the program expecis to be
reading a MASTER CONTROL CARD with the specification TYPE = 1. 2, 3, 4,
MINREG or CONTIM on it, but encounters a different card. The most likely
cause is a card out of order or missing.

The program will also print out an error message when outliers are encountered in
evaluating probit/logit/Tobit/double Tobits/truncated observations and OUTLY = 0 or 1. The
program will print out the observation/time period/equation number where the trouble was en—
countered. The program will also printout an error message if a parameter such as a variance
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or correlation has an inadmissible value
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Appendix II
STEEPEST DESCENT AND FLETCHER-POWELL MINIMIZATION PROCEDURES

The Steepest Descent and Fletcher-Powell procedures can be used to iteratively solve for
the minimum of any function given analytic 1% derivatives and, if desired, analytic 2% deriva-
tives. The methods as used in our program can be described as follows.

Let F, be the value of the function to be minimized evaluated at K parameter values b.
Let g, aF /ab be the vector gradient of the function. Finally, let G, =93’ F,/3bdb. be the
K by K matrix of second derivatives.

The f1rst Section of the program utilizes the common Steepest Descent procedure, which
only uses 1% derivatives. The core subroutine is STEDE with most calculations done in SUB~-
ROUTINE SEARCH. Starting with input starting values the direction of change is the nega-
tive of the gradient. New parameter values for the i change are given by:

b, = b - \g

Each change is called an iteration. The distance of change along the gradient, A, is called the
abscissa. The selection of A, is determined by an interpolating procedure in SUBROUTINE
INTPOL. The selection of x is to choose that X such that the inner product of g, and the
new gradient g evaluated at the new b, is zero. The inner product is called the slope.
Program tolerances determine when the slope is "close” to zero. Each attempt by the program
to interpolate X is called a try. The program continues Steepest Descent until a stop condition
is encountered. The function and its derivatives are evaluated in SUBROUTINE FCTGR. Er-
rors in FCTGR can cause stoppage. Also, errors "direction of search uphill”; or "No conver-
gence in SEARCH" are both indicators that the program has been unable to meet slope con-
ditions for an iteration. The program may also achieve convergence in STEDE (unlikely). The
most common reason for stopping Steepest Descent is that the function value has leveled off.
If, for two iterations, the function value changes less than .05 (set as variable PR in SUB-
ROUTINE VINCEN), the program moves on to Fletcher—-Powell.

The Fletcher-Powell 1terat10ns (SUBROUTINE FLEPOW) are similar to steepest descent
except that they utilize 2% derivatives. Using parameter values from steepest descent, the
program calculates the matrix of analytic second derivatives, G, (the hessian matrix) in SUB-
ROUTINE SECDRYV, and inverts it. If the program inverts the hessian, the hessian code is 0.
If the matrix cannot be inverted, the number of the row (element of the parameter set) which
caused the problem is printed, along with the implied determinant at that point, and the hes-
sian code is 1. The matrix G~ is used as the starting value for the Fletcher—Powell iteration
matrix, H. If G, cannot be inverted, an identity matrix is used as a starting value. In
Fletcher-Powell, instead of just using g, new parameter values are given by:

=b - \Hg,

with b, x and G, as defined in STEDE. The selection of A, 1s identical to STEDE. Starting
with G the matnx H, is modified for each iteration by:
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(b, - b)b,, -b) (HIg, -ghHlg, - gl
" i (biﬂ - bl)'(gl+1 - gl) [giﬂ B gi]'Hi[giH - g,J

The program stops in error for one of 5 reasons:

1. Function ecrror in FCTGR. This can occur for a number of reasons, including:
parameters such as correlations or variances in an inadmissible range; failure to con~
verge when calculating a fixed effect; too large (or small) an observation value when
computing a cumulative normal for a Tobit or probil; or too large an exponential
value when computing a logit. Cutoffs for these decisions are set in the MAIN
program (EMAX and FMAX) and SUBROUTINE ERRWRT. It is possible 10 over—
ride the cutoff and continue execution by use of the command QUTLY.

2. Failure to meet slope conditions in SEARCH in the number of “tries" allowed per
iteration.

3. Direction of search uphill. This latter condition can occur if gH,g is nonpositive,
and is indicative of a poor H, matrix.

4. The program does not converge in 30 (input as variable ITERA) iterations.

5. The program runs out of time (input as variable SECS).

The program also stops when it achieves convergence. There are three possible criteria of
convergence:

1. When every clement of g is less in absolute value than .00001 (input as variable
GTOL).

2. If the absolute proportional change (IF, - F,_1/F) in the function value is less
than .0000001 (input as variable FTOL) for two straight iterations.

3. When the absolute proportional change in every parameter is less than .0001 (input
as variable PTOL) for two straight iterations.

The default convergence criteria is that all three conditions be met. Aliernatively, the conver-
gence condition can be that any of the three criteria (or a particular one) be met. Each
criteria has its merits and any may be more stringent in some cases. Users may experiment on
criteria and tolerances for their own problems. Several words of warning. The gradient
criteria (which we like best) is sensitive to scale. It is suggested that users scale parameters to
roughly the same size. The parameter criteria is likely to be sensitive to small insignificant
coefficients, and perhaps should not be used in these cases. If the program stops without con-
vergence, the vector of first derivatives last computed, g. is printed. Element order is iden-
tical to printed coefficients. Similarly, if the function value is larger than .00001 (zero is a
perfectly identified model) and TYPE = 3, the program will print the value of the or-
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thogonality conditions when iterations stop.

When the program achieves convergence, it calls SECDRV and recomputes the analytic
hessian and attempts to invert it. If successful, a hessian code of 0 is given. If unsuccessful
(hessian code of 1), the last H matrix is used as an approximation of the inverse of the hes-
sian.

Scveral variables can be changed in SUBROUTINE VINCEN. The number of "tries" per
iteration is set to 10 as variable MAXTRY. The variables, TRIAL1. FACT, AAA, and BB are
used to interpolate the distance along the gradient. The leveling tolerance. PR, can also be
changed.

Program printout optionally (see IPRINT) shows much of what we have just ciscussed.
for each iteration, the program print the absolute proportional change in the function, the
maximum gradient ¢lement, and the largest absolute proportional change for a parameter ele-
ment. For the gradient and parameter values, the program prints the parameter number which
had the largest element. This is a guide to which parameters are causing trouble in conver-
gence.  Summary statistics of the convergence process will also be printed, giving the reason
for stoppage.

Several words of warning in using this {(or any) numerical optimization routine. First of
all "scaling” tends to be very important. In particular, large discrepancies in the magnitudes of
parameters and/or in the magnitudes of the orthogonality conditions imposed may hinder find-
ing a lcgitimate optimum. Frequently these numerical problems can be overcome by rescaling
schemes. A provision in the program (see SCALE) is available such that starting values for
each parameter can be rescaled to 1. This is particularly important for tolerances on the
gradients for convergence. Especially in the estimation of single nonlinear equations and/or
systems of cquations which included nonlinear restrictions on parameters, one may also want to
rescale the equations and/or instruments used so that the initial estimates of the orthogonality
conditions are not radically different in magnitudes. Secondly, one should be wary of conver—
gence when the hessian will not invert. This may be a sign that convergence has not really be
achieved. Be particularly wary of convergence in a very small number of iterations. Try dif-
ferent starling values or convergence criteria and see if it converges to the same point.



