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Abstract

This paper analyzes the identification question in censored panel data models, where the censoring can depend on both observable and unobservable variables in arbitrary ways. Under some general conditions, we derive the tightest sets on the parameter of interest. These sets (which can be singletons) represent the limit of what one can learn about these parameters given the model and the data in that, every parameter that belongs to these sets is observationally equivalent to the true parameter. We consider two separate sets of assumptions, motivated by the previous literature, each controlling for unobserved heterogeneity with an individual specific (fixed) effect. The first imposes a stationarity assumption on the unobserved disturbance terms, along the lines of Manski (1987), and Honoré (1993). The second is a nonstationary model that imposes a conditional independence assumption. For both models, we provide sufficient conditions for these models to point identify the parameters. Since our identified sets are defined through parameters that obey first order dominance, we outline easily implementable approaches to build confidence regions based on recent advances in Linton et.al.(2010) on bootstrapping tests of stochastic dominance. We also extend our results to dynamic versions of the model.
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1 Introduction

We consider the problem of inference on $\beta$ in the panel data model

$$y_{it}^* = \alpha_i + x_{it}'\beta + \epsilon_{it}, \quad t = 1, \ldots, T \quad i = 1, \ldots, N$$

where $\alpha_i$ is an individual specific and time-independent random variable -or fixed effect- that is allowed to be correlated with both $x_{iT} = (x_{i1}, \ldots, x_{iT})$ and $\epsilon_{iT} = (\epsilon_{i1}, \ldots, \epsilon_{iT})$. Complications arise because, first, the outcome variable, $y_{it}^*$, is only observed when it is larger than a random variable $c_{it}$; and second, $c_{iT} = (c_{i1}, \ldots, c_{iT})$ is allowed to depend on $\epsilon_{iT}$ conditional on $x_{iT}$, i.e., we observe for $i$:

$$\max(y_{it}^*, c_{it}), 1[y_{it} \geq c_{it}], x_{it} \quad t = 1, \ldots, T$$

with $\epsilon_{iT} \not\perp c_{iT} | x_{iT}$

The presence of this endogenous censoring represents a challenge for existing methods that are used for correcting for censoring since these methods usually assume that $c_{iT}$ is either observed or (conditionally) independent of the errors. There, the observed censoring is motivated via some design or data limitation issue (such as top-coding), and hence is assumed independent of the outcome. Here, the starting point is we want to allow for this censored variable $c_{it}$ to be on equal footing as the outcome and so allow it to be arbitrarily correlated with $y_{it}^*$ (but also accommodate fixed and independent censoring). This enlarges the set of models that are covered to include Roy-like competing risks models, switching regression like models, and duration models with attrition that are important in applied work.

Generally, point identification conditions in nonlinear panel data models with fixed effects are often strong, partly since simple differencing techniques, used in linear models, are not available when the model is nonlinear in the unobserved individual specific variable. So, typical point identification strategies have relied on distributional assumptions, and/or

---

1. $c_{it}$ itself is only observed when it exceeds $y_{it}^*$.
2. This is especially the case when $T$ is finite, as we assume throughout this paper.
3. In the cross sectional setting this model is popular in duration analysis, as it relates to the Accelerated Failure Time (AFT) model. See, e.g Khan and Tamer (2009) for more on this for cross sectional data. In the panel data setting considered in this paper, $t$ does not refer to the time period, but the spell in question.
4. For the latest on methods for linear panel models in econometrics, see Arellano (2003).
support conditions that are problem specific that often times rule out economically relevant models and behaviors. This has motivated a complementary approach to inference in these models that recognizes the fact that though point identification might not be possible under weaker assumptions, these models do contain information about the parameter of interest. So, instead of looking for conditions under which point identification is guaranteed, we posit a model for the data generating process and then analyze the question of what information does this model have about the parameter of interest given the observed data.

The challenge in this approach to identification analysis is to exhaust all the information in the data and the model: that is, find the tightest set. So, we analyze the question of what can one learn about \( \beta \) under 2 sets of weak assumptions that generally do not point identify \( \beta \). The main results in the paper show how one can construct sharp identified sets for \( \beta \): there is no more information that the data contain about \( \beta \) given the model assumptions, i.e., every parameter vector in these sets is observationally equivalent to the true parameter \( \beta \) under the model assumptions. This analysis allows us to determine under what conditions for example this set is the trivial set (data contain no information about \( \beta \)) on the one hand, or also examine when this set shrinks to a singleton, \( \beta \). The usefulness in this approach is that we posit the model (or sets of assumptions) first and then ask what information do these assumptions contain about \( \beta \) as opposed to the complementary approach based on point identification in which one looks for a model (a set of assumptions) that guarantee point identification.

There are a set of recent papers that deal with various nonlinearities in models with (short \( T \)) panels. See for example the work of Arellano and Bonhomme (2009), Bester and Hansen (2009), Bonhomme (2010), Chernozhukov, Fernandez-Val, Hahn, and Newey (2010), Evdokimov (2010), Graham and Powell (2009) and Hoderlein and White (2009). An important early work is the paper by Honoré (1992) which considers a panel model with fixed censoring. See also the survey in Arellano and Honoré (2001). Censored models play an important role in applied economics with panel data. The models of the kind we consider here can be seen as a panel extension of the classic Roy model (or switching regression model) where in every period, one chooses to work in one of two sectors and this decision is based on whether the wage in the one sector is higher than the wage in the other sector. It is crucial here to allow for endogenous censoring since (unobserved) determinants of wage in one sector will effect the potential wage in the other sector. Our model of censoring is also an example of a competing risks model that is well studied in both economics (see for example the recent
work of Honoré and Lleras-Muney (2006)) and statistics where it is widely applied. Also, this model can be used in duration analysis where outcomes such as unemployment spells can be censored. Our setup also handles models with attrition in which outcomes are missing nonrandomly\(^5\). Finally, censoring can also be a result of mechanical considerations such as top-coding, and there, typically, the censoring is fixed (and hence exogenous - see Honoré (1992)). In addition, our methods can be used in models that include dynamics, such as lagged outcome variables or lagged sector specific variables as regressors, and also models with time varying factor loads.

Generally, missing or interval outcome models were considered in a nonparametric setup in the partial identification literature with cross section data. Manski and Tamer (2002) considered inference on the slope vector in a linear model with interval outcomes using a partial identification approach. With panel data, Honoré and Tamer (2006) and Chernozhukov, Fernandez-Val, Hahn, and Newey (2010) have considered bounds on parameters of interest in some interesting nonlinear models. In this paper, our starting point is the panel model with endogenous censoring under two sets of maintained assumptions (we consider both stationary and non-stationary time and individual-specific errors). Our goal is to take assumptions that have been previously used in the literature to obtain point identification (fixed censoring), but now allow for arbitrary censoring that can be correlated with both the outcomes and the covariates, with arbitrary individual unobserved time-invariant heterogeneity (fixed effects). On the other hand, weakening the assumptions even further can result in the identification becoming trivial: any possible vector of parameters is consistent with the distribution of observables. A similar trade-off is shown, for example, by Rosen (2009) for quantile panel data models with fixed effects and small \(T\). In particular, under a conditional median independence assumption on \(\epsilon_{it}\), Rosen (2009) showed that a linear panel model (with no censoring) contains no information on the true parameter \(\beta\), so that the identified set is the whole parameter space. This happens because \(\epsilon_{i1}\) is allowed to be arbitrarily correlated with \(\epsilon_{i2}\) under the conditional median independence assumption.

The first set of assumptions we employ (Model 1) uses stationarity on the distribution of \(\epsilon^T\), but otherwise leaves the error distribution unconstrained (and hence allow for cross

\(^5\)A typical situation is one where outcomes that are supposed to be measured at various prespecified times, but then, individuals are lost, or do not show up. This would be a model of attrition in which we observe the outcome until the individual drops out. Here, \(c_i\) is equal to \(-\infty\) if the individual shows up, and switches to \(+\infty\) when there is attrition.
sectional heteroskedasticity). Stationarity in nonlinear panel models has been used extensively before since the work of Manski (1987) where it was shown that the binary choice panel model point identifies $\beta$ under a stationarity assumptions (and support conditions). We show that a particularly constructed sets of moment inequalities characterize the sharp set, $B_I$ on $\beta$. The proof basically shows that any parameter $b \in B_I$ is observationally equivalent to $\beta$ given the maintained assumptions and the data: given $b \in B_I$ one can construct an error distribution that obeys stationarity, and generates the observed data.

The second set of assumptions (Model 2) relaxes stationarity, but maintains independence between $\epsilon^T$ and $x^T$. This non-stationary model allows for the distribution of the errors to vary arbitrarily across time periods. Here also, another set of conditional moment inequalities is shown to sharply characterize the identified set. Using the structure of those inequalities, one can obtain conditions under which the model contains no information.

Finally, for both Model 1 and Model 2, we provide sufficient conditions for the identified set to be equal to $\{\beta\}$ (i.e. point identification). In addition, we show how our methods can be extended to allow for some kinds of dynamics in the model by accommodating lagged censored and latent dependent variable, and lagged indicators of censoring.

Although the focus of the paper is the study of identification and characterization of information on $\beta$ under generalized censoring, the conditional moment inequality restrictions that we construct to characterize this information for both models take the same structure as conditional CDFs, and hence conducting inference is similar to testing whether one CDF stochastically dominates another; and so, one way to do inference is to adapt some recently developed methods from the stochastic dominance literature to our setup.

The next section defines the model above under stationarity, and Section 3 gives sufficient conditions for sharp identification and provide a consistent estimator under these conditions. In this section we also provide conditions under which the vector of parameter in the stationary model is point identified. In Section 4, we replace stationarity with an independence (but not necessary stationary) assumption and derive the sharp set under these conditions. Section 5 proposes an inference procedure for the parameters of interest that is based on bootstrapping a particular stochastic dominance test statistic (Linton, Song, and Whang (2010)). Also, for the point-identified stationary case we propose a simple rank-based estimator of $\beta$. Section 6 modifies our approach to identify parameters in dynamic models, analogous to those considered in (Hu (2002)). Section 7 provides numerical evidence on the
2 Identification with Stationarity

In this section we study the problem of identification under conditional stationarity on the disturbance terms. As a reminder, the model we are considering is of the form

\[ y_{it}^* = x_{it}' \beta + \alpha_i + \epsilon_{it}, \text{ where } t = 1, 2. \]

Both \( y_{i1}^* \) and \( y_{i2}^* \) are only partially observed, and both \( \epsilon_{i1} \) and \( \epsilon_{i2} \) are unobserved. We assume below that \( \epsilon_{i1} \) and \( \epsilon_{i2} \) have the same distribution conditional on the vector of covariates \( x_i = (x_{i1}, x_{i2}) \) and the fixed effect. In each period, a researcher observes only \( (v_{it}, d_{it}, x_{it}) \), where \( v_{it} = \max\{y_{i1}^*, c_{it}\} \) and \( d_{it} = 1\{y_{i1}^* > c_{it}\} \). The question that is at hand is: how do we map assumptions made on the joint distribution of \( \epsilon_{i1}, \epsilon_{i2}|x_i, \alpha_i \) to information about the parameter \( \beta \). In cross sectional models with fixed censoring at zero, Powell (1984) showed that a conditional median independence assumption made on the distribution of \( \epsilon_{i1} | x_i \) along with some full rank conditions map into point identification. In our setup, it is not easy to reach point identification without stronger assumptions. On the one hand, maintaining a conditional median independence assumption on \( \epsilon_{it}|x_i \) for every \( t \) will not allow us to place finite bounds on \( \beta \) even in the absence of censoring. This is so because we do not place any restrictions on the correlation structure of the vector \( (\epsilon_{i1}, \epsilon_{i2}) \). See the recent work in Rosen (2009) where this point was made for panel models with no censoring. So, then, we know that with censoring, stronger assumptions are needed to obtain non-trivial bounds on \( \beta \). One of the main contributions of this paper is to show that the bounds we derive under Model 1 assumptions below are sharp, i.e., \( every \) parameter in the bound is one that could have generated the data under the model assumptions. For other recent work on attaining sharpness for a class of models, see Beresteanu, Molinari, and Molchanov (2008).

**Model 1:** \( \epsilon_{i1} + \alpha_i \) has the same distribution as \( \epsilon_{i2} + \alpha_i \) conditional on \( x_i \).

Heuristically, the change in the conditional distribution of outcomes from period 1 to period 2 is only due to the change in the values of the regressors, and so we use this variation to garner information about \( \beta \). As discussed in Arellano and Honoré (2001), the strict stationarity assumption generalizes the conditional exchangeability assumption in Honoré (1992).
which itself is more general than an i.i.d assumption. Obviously, the censoring complicates the problem and so below, we provide the information that the observed data contains about \( \beta \) under Model 1.

Next, we define the following variables:

\[
\begin{align*}
y^U_{it} &= v_{it}, \\
y^L_{it} &= d_{it}v_{it} + (1 - d_{it})(-\infty)
\end{align*}
\]

These (observed) variables \( y^L_{it} \) and \( y^U_{it} \) constitute natural lower and upper bounds on \( y^*_it \), so that we always have

\[
y^L_{it} \leq y^*_it = x_i' \beta + \alpha_i + \epsilon_{it} \leq y^U_{it}
\]

Note that conditional on \( x_i = (x_{i1}, x_{i2}) \), and given Model 1 above, the random variables \( \alpha_i + \epsilon_{i1} \) and \( \alpha_i + \epsilon_{i2} \) have the same distribution. We have then that

\[
P\{\epsilon_{i1} + \alpha_i \leq \tau|x_i\} = P\{\epsilon_{i2} + \alpha_i \leq \tau|x_i\} \quad \forall \tau
\]

Therefore, the inequalities in (2.1) naturally imply that the parameter \( \beta \) satisfies the following set of conditional moment inequalities for any \( \tau \) and any \( x_i \):

\[
\begin{align*}
P\{y^U_{i1} - x_{i1}' \beta \leq \tau|x_i\} &\leq P\{y^U_{i2} - x_{i2}' \beta \leq \tau|x_i\} \\
P\{y^L_{i2} - x_{i2}' \beta \leq \tau|x_i\} &\leq P\{y^L_{i1} - x_{i1}' \beta \leq \tau|x_i\}
\end{align*}
\]

We define the identified set \( B_I \) as

\[
B_I = \{b \in B : \text{for any } \tau \in R \text{ and } x_i, (2.2) \text{ holds with } \beta = b\}
\]

What is crucial in studying identification of finite dimensional parameters in a model such as the one above is that the conjectured identified set be shown to be the tightest possible set. Heuristically, this entails showing that for every parameter in the identified set, there exists a model obeying Model 1 assumptions above, that can generate the observed data. This will be shown in the next Theorem which is the main result in this section.
Theorem 2.1 Any $b \in B_I$ is observationally equivalent to $\beta$ and so $B_I$ is the sharp set.

Proof: See Appendix.

Remark 2.1 The set $B_I$ above is non empty since under well specification, the true parameter $\beta$ belongs to the set. It is easy to see that the set $B_I$ is convex. Also, the stationarity assumptions although is restrictive it does allow for correlation between $\epsilon_1$ and $\epsilon_2$, and more importantly also allows for cross sectional heteroskedasticity.

Remark 2.2 We note that the arguments assume very little between the relationship between $c_{it}$, $x_{it}$, and $\epsilon_{it}$. Notably we allow the censoring variable to be correlated with $x_{it}$ and $\epsilon_{it}$; this is why we refer to this as endogenous censoring. This is in contrast to the procedure proposed in Honoré, Khan, and Powell (2002). Naturally, we also allow fixed and independent censoring.

An immediate Corollary to the above Theorem follows.

Corollary 2.1 In addition, the model contains no information on the coefficients of time invariant regressors (i.e. regressors such that $x_{i1} = x_{i2}$).

This is immediate since if $x_{i1} = x_{i2}$, then for any $b$ in the parameter space, $b$ also belongs to $B_I$ since it will obey the inequalities above (so, parameters for time invariant regressors can be “set” to zero). Note also that the inferential strategy above is based directly on the stationarity assumption and it does not require any explicit differencing to get rid of the fixed effects.

Next, we analyze the above inequalities and provide a sufficient condition under which the set $B_I$ shrinks to a point, i.e., we achieve point identification.

2.1 Attaining Point Identification Under Stationarity

Here we establish a sufficient condition for point identification. Our sufficient condition is that for some $x_i, \alpha_i$ where $\Delta x_i = x_{i1} - x_{i2}$ satisfies the usual full rank condition, we have that $c_{it} \leq \tau_{it}$ with probability 1 for some known random variable $\tau_{it}$ that does not depend
on $x_i$. This sufficient condition assumes basically that we have fixed or bounded support censoring\(^6\).

**Theorem 2.2** Let $\tau_i = (\tau_{i1}, \tau_{i2})$ be independent of $x_i = (x_{i1}, x_{i2})$ and $\alpha_i$. Assume that the random variable $\Delta x_i$ has full rank on $\Xi$ where

$$\Xi = \{x_i: P(c_{it} \leq \tau_{it} | x_i, \alpha_i) = 1\}$$

(2.4)

and $\Delta x_i = x_{i1} - x_{i2}$. Then, $B_I = \{\beta\}$ and so $\beta$ is point identified.

**Proof:** See Appendix.

Under the support condition above, one can consistently estimate $\beta$ using a rank-based estimator. This estimation approach is outlined in Section 5 below.

As we conclude this section, we note that one drawback of the approach discussed here is the stationarity condition. As discussed in Chen and Khan (2008), this rules out models with with time varying heteroskedasticity, and does not allow for time varying factor loads. In the next section we relax the stationarity assumption in Model 1 above, and replace it with an independence assumption that allows $\epsilon_1$ and $\epsilon_2$ to be arbitrarily correlated.

### 3 Non-Stationary Model

Most of the existing work in the literature on nonstationary nonlinear panel data models requires a large number of time periods- see e.g. Moon and Phillips (2000). One exception is Chen and Khan (2008), who assumed correlated random effects. Here, we look for assumptions motivated from the previous literature, that aim at relaxing stationarity. The issue is that standard mean and median independence assumptions on the marginals of $\epsilon$’s do not allow us to provide any restrictions on $\beta$, i.e., the sharp set is the trivial set- i.e. the original parameter space. The intuition is that the marginal median independence assumption places no restriction on the conditional median of $(\epsilon_{i1} - \epsilon_{i2})$. Also, mean independence assumptions do not provide any identifying power with censored data without support restrictions. So, in this paper, we relax stationarity but impose statistical independence as in Model 2 below:

\(^6\)In certain settings such as independent or conditional independent censoring, this condition is not necessary.
Model 2: The vector \((\epsilon_{i1}, \epsilon_{i2})\) is independent of \(x_i = (x_{i1}, x_{i2})\).

Notice that here, the fixed effects does not enter the above formulation and so the distribution of \(\alpha_i\) is left completely unspecified. In addition, the random variables \(\epsilon_{i1}\) and \(\epsilon_{i2}\) are assumed to be jointly independent of the regressors. However, for the analysis in this section to go through, all we need is for the difference \(\Delta \epsilon = \epsilon_1 - \epsilon_2\) to be independent of the vector \(x\).

As before, we consider the same two-period panel data model:

\[
y_{it}^* = x_{it}' \beta + \alpha_i + \epsilon_{it}, \text{ where } t = 1, 2.
\]

Both \(y_{i1}^*\) and \(y_{i2}^*\) are only partially observed, and both \(\epsilon_{i1}\) and \(\epsilon_{i2}\) are unobserved. Here we assume that \(\epsilon_{i1}\) and \(\epsilon_{i2}\) are distributed independently of the observed vector \(x_i = (x_{i1}, x_{i2})\), but we do not require the errors to be distributed independently of fixed effects \(\alpha_i\)'s. To fit into our framework, one observes \(v_{it} = \max\{y_{i1}^*, c_{it}\}\) and \(d_{it} = 1\{y_{i1}^* > c_{it}\}\). As before, we impose no structure on variables \(c_{it}\), thus allowing for censoring to be to correlated with regressors and outcomes. This handles both randomly endogenous censoring and fixed censoring as special cases.

We start with constructing a sharp identified set for \(\beta\). As in the previous section, we define the following variables:

\[
y_{it}^L = v_{it}, \\
y_{it}^U = d_{it}v_{it} + (1 - d_{it})(-\infty)
\]

These (observed) variables \(y_{it}^L\) and \(y_{it}^U\) constitute natural lower and upper bounds on \(y_{it}^*\), so that we always have

\[
y_{it}^L \leq y_{it}^* \leq y_{it}^U
\]

Note since this holds for the pair of observations \(t = 1, 2\) and thus will imply the following inequalities that do not contain \(\alpha_i\):

\[
y_{i2}^L - y_{i1}^U \leq \Delta x_{i}' \beta + \Delta \epsilon_i \leq y_{i2}^U - y_{i1}^L
\]

where \(\Delta x_i = x_{i2} - x_{i1}\) and \(\Delta \epsilon_i = \epsilon_{i2} - \epsilon_{i1}\). Since we assume that \(\epsilon\) is independent of \(x_i\) this means that \(\Delta \epsilon\) is independent of \(x_i\). This will allow us to place inequality restrictions on distributions. The following theorem characterizes the sharp identified set for \(\beta\) under Model 2 above.
Theorem 3.1  For any $b$ in the parameter set $B$, define

$$LB(\tau, x_i, b) = P\{y_{i2}^U - y_{i1}^L - \Delta x'_i b \leq \tau | x_i\}$$

and

$$UB(\tau, x_j, b) = P\{y_{j2}^L - y_{j1}^U - \Delta x'_j b \leq \tau | x_j\}$$

Then the set

$$B_I = \{b \in B : \text{for all } x_i, x_j \text{ and } \tau \ LB(\tau, x_i, b) \leq UB(\tau, x_j, b)\}$$

(3.1)

is the sharp identified set for $\beta$.

Proof: See Appendix.

Note here that in (3.1) above, the inequalities hold for all pairs $(x_i, x_j)$. Again, here, parameters of regressors that do not change through time cannot be identified from the fixed effect. The size of the identified set $B_I$ depends on the proportion of observations that are censored. If $d_{it} \equiv 1$ for all $i$ and $t$, i.e. no censoring occurs, then $B_I = \{\beta\}$, i.e. parameter $\beta$ is point identified. However, for the identification to be trivial, i.e. the model contains no information about $\beta$, one does not require $d_{it} \equiv 0$ for all $i$ and $t$. The following result shows that in certain cases of heavy censoring, the identified set $B_I$ coincides with the parameter space $B$, and so the bounds are the trivial ones.

Theorem 3.2  For $t = 1, 2$ denote the probability of censoring by $p_t^i(x_i) = 1 - P(d_{it} = 1 | x_i) = P\{y_{it} < c_{it} | x_i\}$. If for all $x_i$ and $x_j$ we have $p_1^i(x_i) + p_2^j(x_j) \geq 1$, then any $b \in B$ is observationally equivalent to $\beta$, so that $B_I = B$.

The above is an interesting result that basically says that even under the independence assumption, Model 2 contains no restrictions if there is a lot of censoring. Basically, the result requires that censoring be higher than 50%.

As in the previous section, we provide next sufficient conditions for the $\beta$ to be point identified.
3.1 Sufficient Conditions for Point Identification

It is interesting to see under what conditions $\beta$ is point identified. As we already noted above, if no censoring occurs for a subset of the support of $x_i$ such that the corresponding subset of the support of $\Delta x_i$ is not contained in any proper linear subspace of $\mathbb{R}^k$, then $B_I = \{\beta\}$. However, it is possible to point identify $\beta$ or some components of it without requiring $y_{il}^*$ being fully observed in both period for a subset of the support of $x_i$. We start by defining $p(x_i) = P\{y_{i1}^* > c_{i1}, y_{i2}^* > c_{i2}|x_i\}$. Then, given UB in (A.3), we have

$$UB(\tau, x_j, b) \leq P\{\Delta \varepsilon_j \leq \tau + \Delta x_j'(b - \beta)|x_j\} + 1 - p(x_j)$$

Similarly, given (A.2) above,

$$LB(\tau, x_i, b) \geq P\{\Delta \varepsilon_i \leq \tau + \Delta x_i'(b - \beta)|x_i\} - 1 + p(x_i)$$

Therefore, for any $b \in B_I$ it must hold that

$$F_{\Delta \varepsilon}(\tau + \Delta x_j'(b - \beta)) - F_{\Delta \varepsilon}(\tau + \Delta x_j'(b - \beta)) \leq 2 - p(x_i) - p(x_j)$$

(3.2)

for any $\tau$, $x_i$ and $x_j$, where $F_{\Delta \varepsilon}(\cdot)$ denotes the conditional CDF of $\Delta \varepsilon_i$. This motivates the following sufficient conditions for point identification of $\beta$.

A1 **Large support:** (i) Conditional on all other components (denoted by subscript $-k$), the distribution of $k^{th}$ component of vector $\Delta x_i$ is absolutely continuous on $\mathbb{R}$ with respect to Lebesgue measure, $\text{supp}(\Delta x_{i,k}|\Delta x_{i,-k}) = \mathbb{R}$, and $\beta_k \neq 0$. (ii) The support of $\Delta x_i$ is not contained in any proper linear subspace of $\mathbb{R}^k$.

A2 **Censoring:** (i) There exists $0 < q < 1$ such that for any $x_i, x_j$ it holds that $2 - p(x_i) - p(x_j) < q$. (ii) For any $x_{i,-k}$, $\sup_{x_{i,k}, x_{i,-k}} p(x_{i,k}, x_{i,-k}) = 1$.

The following theorem uses identification at infinity argument to point identify either $\beta$ or its $k^{th}$ component. Note that assumptions A1 and A2 by no means are necessary conditions for point identification.

**Theorem 3.3** Let assumptions A1 and A2(i) hold, and suppose that $b \in B$ is such that $b_k \neq \beta_k$. Then

1. $\beta$ is identified relative to $b$. 
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2. Additionally, if assumption A2(ii) holds, then $\beta$ is point identified, so that $B_I = \{\beta\}$.

**Proof:** See Appendix.

The point identification result above relies on variation at infinity to shrink the set $B_I$ to a point. Notice that although it requires large supports, this type of point identification is robust in that if in fact the regressors do not have large support, the identified set is non-trivial as was shown above.

To conduct statistical inference and build confidence regions here, the next section expresses the identified set as a solution to an optimization problem.

### 3.2 $B_I$ as an M, U-Estimation Problem

It might be useful to characterize the above identified set as the optimizer of some objective function, and hence express the above problem as an M or U-estimation problem with a possibly non-unique optimum. It turns out that this identified set $B_I$ can also be characterized as a set of zeros (or an Argmin set) of a particularly defined objective function. For instance, let $\tau_{1i}$, $\tau_{2i}$ be two iid random variables that are continuously distributed on $(-\infty, +\infty)$ and that are independent of $x_i, x_j$. Let $w^L_i = y^L_i - y^U_{i1}$ and $w^U_i = y^U_i - y^L_{i1}$. For any $b \in B_I$, define

$$Q(b) = E_{\tau,x} \left[ 1\{\tau_{2j} - \Delta x'_j b \geq \tau_{1i} - \Delta x'_i b\} \{P\{w^U_i \leq \tau_{1i}|x_i\} > P\{w^L_j \leq \tau_{2j}|x_j\}\} \right]$$

The following result shows that the identified set $B_I$ defined above can be characterized as the set of zeros or the Argmin set of function $Q(b)$.

**Theorem 3.4** Assume that random variables $\tau_{1i}$ and $\tau_{2i}$ are identically continuously distributed on $(-\infty, +\infty)$ and independent of $x_i$ and $x_j$. Let $B_Q = \{b : Q(b) = 0\}$. Then $B_I = B_Q = \arg\min_b Q(b)$.

**Proof:** See Appendix.

The above objective function is rank based, but in the case where the regressors have continuous support, the function contains conditional probabilities inside indicator functions, and these conditional probabilities need to be estimated nonparametrically in a first step as was done in Khan and Tamer (2009). Note also, that the above objective function will admit a unique minimum under the conditions of Theorem 4 above. So, maintaining these sufficient
point identification conditions, one is able to obtain a consistent estimator of $\beta$ by taking the argmin of an appropriate sample analogue of $Q(.)$. We do not pursue this in this paper.

### 3.3 Zero Conditional Median Model

Note that in the preceding discussion of the identification under non-stationarity we did not restrict the relationship between transitory error terms $(\varepsilon_{i1},\varepsilon_{i2})$ and fixed effects $\alpha_i$'s. Therefore, the key identifying assumption is that the vector of error terms $(\varepsilon_{i1},\varepsilon_{i2})$ is statistically independent of the vector of regressors $x_i$ can be relaxed, without any loss of the identifying power, to the assumption that only the difference $\Delta\varepsilon_i = \varepsilon_{i2} - \varepsilon_{i1}$ is independent of $x_i$. In this subsection, we further relax the statistical independence assumption and consider identification under the median independence assumption on the difference in the errors. That is, we assume that $Med(\Delta\varepsilon_i|x_i) = 0$. In this case the identified set is also characterized by a set of conditional inequalities.

Model 3: $Med(\Delta\varepsilon_i|x_i) = 0$

**Theorem 3.5** Suppose Model 3 holds. Then a sharp identified set $B_1$ is given by $B_1 = \{b \in B : \text{for any } x_i, x_j \ Med(y_{i2} - y_{i1}^L|x_i) - \Delta x'_i b \leq 0 \leq Med(y_{j2} - y_{j1}^L|x_j) - \Delta x'_j b\}$.

**Proof:** The proof closely follows the proof of Theorem 2.1 or Theorem 3.1 and therefore is omitted. □

The Model 3 assumption is not easy to characterize in terms of restrictions on the correlation between the epsilons. On the one extreme, if $\varepsilon_1$ is independent and identically distributed to $\varepsilon_2$ (conditional on $x$'s), then their difference is distributed symmetrically around 0. We conclude our discussion on nonstationarity by considering censored panel data models with time varying factor loads.

### 3.4 Time Varying Factor Loads

A particular nonstationary panel data model that has received interest in empirical settings is one where a time varying factor loads onto the individual specific effect. Maintaining our
notation, we can express the latent equation as:

\[ y_{it}^* = \theta_t \alpha_i + x'_{it} \beta + \epsilon_{it} \] (3.3)

where \( \theta_t \) denotes the time varying factor load. This parameter is of interest in labor economics as it represents the returns to unobserved skills, which may change over time—see, e.g. Chay and Honoré (1998). We can easily modify our approach to attain bounds on \( \beta \) and \( \theta_t \), assuming cross sectional homoskedasticity.

We illustrate with two periods as we did before. Note here we can only identify the ratio \( \theta_2/\theta_1 = \theta \), so we normalize \( \theta_1 \equiv 1 \). We express this as

\[ y_{i1}^* = \alpha_i + x'_{i1} \beta + \epsilon_{i1} \] (3.4)
\[ y_{i2}^* = \theta \alpha_i + x'_{i2} \beta + \epsilon_{i2} \] (3.5)

We assume that \( \theta \neq 0 \), and so\(^7\) dividing both sides of the above equation by \( \theta \), yielding

\[ y_{i2}^*/\theta = \alpha_i + x'_{i2} \beta/\theta + \epsilon_{i2}/\theta \] (3.6)

This division immediately results in the nonstationarity of the error terms. Fortunately, the method just proposed is designed for nonstationarity. We can use the same upper and lower bounds for \( y_{i1}^* \). For \( y_{i2}^*/\theta \) we can divide the lower and upper bounds by \( \theta \) if it is positive, and reverse what the lower and upper bounds are if \( \theta \) is negative. As the sign of \( \theta \) is unknown, this will have to be incorporated into the construction of the inequalities. So, for example we would have

\[ (y_{i2}/\theta)^L = \frac{I[\theta > 0](d_{i2}v_{i2} + (1 - d_{i2})(-\infty)) + I[\theta < 0]v_{i2}}{\theta} \] (3.7)

\[ (y_{i2}/\theta)^U = \frac{I[\theta > 0]v_i + I[\theta < 0](d_{i2}v_{i2} + (1 - d_{i2})(-\infty))}{\theta} \] (3.8)

With these bounds for the second period, we can proceed as before.

\(^7\)When \( \theta = 0 \) it implies that somehow the fixed effect does not enter in time period 2 which is unusual.
4 Inference

This section outlines approaches for statistical inference given the identification results in previous sections. We suggest methods that can be used to build confidence regions for $\beta$, taking into account the fact that this parameter, in most of the cases above, might not be point identified. There has been a lot of work on the statistical inference of models that are partially identified, and so this section mostly adapts some methods from the recent literature. We also suggest new estimators for cases where we assume that the parameters are point identified. We start with a general method based on stochastic dominance tests.

4.1 Inference Via Stochastic Dominance Test Statistic

An approach to conducting inference when the parameter is potentially partially identified is via testing whether a given value of the parameter belongs to the identified set and collecting all the parameters that cannot be rejected in a confidence like region. The structure of the identified set is one in which a conditional c.d.f. of one random variable evaluated at some parameter value is weakly smaller than the value of the conditional c.d.f. of another random variable, with both c.d.f.s evaluated at the same value, $\tau$. Since we are looking at all such values $\tau$ to determine the identified region, we are effectively determining if one random variable (conditionally) stochastically dominates the other. This task is somewhat similar to the approach adopted by Jun, Lee, and Shin (2011). In the setup of the distributional treatment effects, Jun, Lee, and Shin (2011) test whether it is possible to fit two distributions within bounds such that one stochastically dominates the other.

The econometrics literature has developed several tests for stochastic dominance. Fortunately, they can be adapted to conduct set inference on $\beta$ for Model 1 using the first order dominance in (2.2) which characterize the identified set of that model. Stochastic dominance tests can also be used for inference in Model 2 using the stochastic dominance ordering in the inequalities in (3.1). We specifically employ the test in Linton, Maasoumi, and Whang (2005) and Linton, Song, and Whang (2010) to take into account we are interested in conditional c.d.f.s. Hence to construct a $(1 - \alpha)$ confidence region for $\beta$, we will simply collect all the values of $\beta$ which fail to reject the $\alpha$ level test in Linton, Maasoumi, and Whang (2005) and Linton, Song, and Whang (2010). This confidence region $B_n$ contains each $b \in B_I$ with a prespecified probability. Note also that there has been much recent interesting work on
inference in conditional moment inequality models that might also be adapted to fit this setup. See for example Andrews and Shi (2007), Chernozhukov, Lee, and Rosen (2009), Kim (2007), and Ponomareva (2010).

To illustrate the procedure, assume that \( x_i \) has discrete support \( \mathcal{X} \) and let \( x = (x'_1, x'_2)' \) be any point in the support where we assume that \( P(x_i = x) \) is bounded away from zero and one. Suppose we want to test whether a given \( \beta \) belongs to the identified set and take as an example Model 1. Model 2 tests can be done similarly.

According to Theorem 3.1, for a candidate value \( b \) to belong to the identified set \( B_1 \), the following two inequalities must be satisfied for all \( \tau \) and \( x \):

\[
\begin{align*}
P\{y^U_{11} - x'_{11}b \leq \tau | x_i \} &\leq P\{y^L_{12} - x'_{12}b \leq \tau | x_i \} \\
P\{y^U_{12} - x'_{12}b \leq \tau | x_i \} &\leq P\{y^L_{11} - x'_{11}b \leq \tau | x_i \}
\end{align*}
\tag{4.1}
\]

Or in other words, one random variable conditionally (first order) stochastically dominates another. Again, here, we follow the interesting work of (Linton, Song, and Whang (2010)) and define a test statistic that is based on the KS metric. Other test statistics are possible.

First, define empirical analogs of the above conditional probabilities:

\[
\begin{align*}
\hat{P}_{1, n}^0(\tau, x) &= \frac{\sum_{i=1}^{n} 1\{y^0_{11} - x'_{11}b \leq \tau\} 1\{x_i = x\}}{\sum_{i=1}^{n} 1\{x_i = x\}} \\
\hat{P}_{1, n}^1(\tau, x) &= \frac{\sum_{i=1}^{n} 1\{y^1_{11} - x'_{11}b \leq \tau\} 1\{x_i = x\}}{\sum_{i=1}^{n} 1\{x_i = x\}} \\
\hat{P}_{2, n}^0(\tau, x) &= \frac{\sum_{i=1}^{n} 1\{y^0_{12} - x'_{12}b \leq \tau\} 1\{x_i = x\}}{\sum_{i=1}^{n} 1\{x_i = x\}} \\
\hat{P}_{2, n}^1(\tau, x) &= \frac{\sum_{i=1}^{n} 1\{y^1_{12} - x'_{12}b \leq \tau\} 1\{x_i = x\}}{\sum_{i=1}^{n} 1\{x_i = x\}}
\end{align*}
\]

As in models in moment inequalities, the asymptotic distribution of test statistics are non-degenerate only on the “boundary” which we call here “contact sets” as in Linton, Song, and Whang (2010). These are the sets (as a function of \( x \)) where the inequalities above bind and are defined as:

\[
\begin{align*}
B^{12}(x) &= \{ \tau : |P_{1, n}^1(\tau, x) - P_{2, n}^0(\tau, x)| = 0 \} \\
B^{21}(x) &= \{ \tau : |P_{2, n}^1(\tau, x) - P_{1, n}^0(\tau, x)| = 0 \}
\end{align*}
\]

Finally, define the following test statistic:

\[
T_n(b) = \sqrt{n} \sum_{x \in \mathcal{X}} \left[ \max_{\tau} \left\{ \sup_{\tau} (\hat{P}_{1, n}^1(\tau, x) - \hat{P}_{2, n}^0(\tau, x)), 0 \right\} \right]
\]

\[
+ \max_{\tau} \left\{ \sup_{\tau} (\hat{P}_{2, n}^1(\tau, x) - \hat{P}_{1, n}^0(\tau, x)), 0 \right\}
\]
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It is easy to find the asymptotic distribution of the above test statistic since it is a continuous function of sample mean like functions. Let

\[ v_{12, n}(\tau, x) = \sqrt{n} \left\{ \left( \hat{P}_{1,n}(\tau, x) - \hat{P}^0_{2,n}(\tau, x) \right) - \left( P_{1,n}(\tau, x) - P^0_{2,n}(\tau, x) \right) \right\} \]

\[ v_{21, n}(\tau, x) = \sqrt{n} \left\{ \left( \hat{P}_{2,n}(\tau, x) - \hat{P}^0_{1,n}(\tau, x) \right) - \left( P_{2,n}(\tau, x) - P^0_{1,n}(\tau, x) \right) \right\} \]

Then under standard conditions, \( v_{12, n}(\tau, x) \) and \( v_{21, n}(\tau, x) \) converge uniformly on \( T \times X \) to gaussian processes with continuous sample paths. Under the null hypothesis it is easy to show that

\[ T_n \overset{d}{\to} \begin{cases} \sum_{x \in X} \left\{ \sup_{\tau \in B_{12}(x)} v_{12}(\tau, x), 0 \right\} + \max_{\tau \in B_{21}(x)} v_{21}(\tau, x), 0 \right\} & \text{if } B_{12}(x) \text{ or } B_{21}(x) \text{ is nonempty} \\ 0 & \text{if both } B_{12}(x) \text{ and } B_{21}(x) \text{ are empty} \end{cases} \]

This asymptotic distribution is non-degenerate on the contact sets. These sets need to be estimated, and a possible estimate is:

\[ \hat{B}_{12}(x) = \left\{ \tau : |\hat{P}_{1,n}(\tau, x) - \hat{P}^0_{2,n}(\tau, x)| < c_n \right\} \]

\[ \hat{B}_{21}(x) = \left\{ \tau : |\hat{P}_{2,n}(\tau, x) - \hat{P}^0_{1,n}(\tau, x)| < c_n \right\} \]

where \( c_n \to 0 \) and \( \sqrt{nc_n} \to \infty \) (e.g. \( c_n = \sqrt{\log(n)} \)).

Now, define the confidence region for \( \beta \) as the set \( B_N \):

\[ B_n = \{ b \in B : T_n(b) \leq d_{(1-\alpha)} \} \quad (4.2) \]

where \( d_{(1-\alpha)} \) is the \((1 - \alpha)\)-quantile of non-degenerate limit of \( T_n(b) \). The problem with the above asymptotic distribution is that it is not easy to simulate and so \( d_{(1-\alpha)} \) is not easy to estimate, and so we, as in (Linton, Song, and Whang (2010)), use the bootstrap to approximate \( d \). We describe next the bootstrap procedure that can be used to approximate the above distribution consistently.

**Bootstrap Procedure:**

1. Let \( w_i = (v_{i1}, v_{i2}, d_{i1}, d_{i2}, x_i) \). Draw \( \{w_i^*, i = 1, \ldots, n\} \) randomly with replacement. Then, for every draw \( r \), construct Bootstrap versions of
\( v_{12}(\tau, x) \) and \( v_{21}(\tau, x) \) as follows:

\[
\begin{align*}
\hat{P}^{0}_{1,n}(\tau, x; b) &= \frac{\sum_{i=1}^{n} 1\{y^0_{i1} - x^*_i b \leq \tau\} 1\{x^*_i = x\}}{\sum_{i=1}^{n} 1\{x^*_i = x\}}, \\
\hat{P}^{1}_{1,n}(\tau, x; b) &= \frac{\sum_{i=1}^{n} 1\{y^1_{i1} - x^*_i b \leq \tau\} 1\{x^*_i = x\}}{\sum_{i=1}^{n} 1\{x^*_i = x\}}, \\
\hat{P}^{0}_{2,n}(\tau, x; b) &= \frac{\sum_{i=1}^{n} 1\{y^0_{i2} - x^*_i b \leq \tau\} 1\{x^*_i = x\}}{\sum_{i=1}^{n} 1\{x^*_i = x\}}, \\
\hat{P}^{1}_{2,n}(\tau, x; b) &= \frac{\sum_{i=1}^{n} 1\{y^1_{i2} - x^*_i b \leq \tau\} 1\{x^*_i = x\}}{\sum_{i=1}^{n} 1\{x^*_i = x\}}.
\end{align*}
\]

and we to re-center the process:

\[
\begin{align*}
v^*_{12,n}(\tau, x) &= \sqrt{n} \left\{ \left( \hat{P}^{1}_{1,n}(\tau, x) - \hat{P}^{0}_{1,n}(\tau, x) \right) - \left( \hat{P}^{1}_{2,n}(\tau, x) - \hat{P}^{0}_{2,n}(\tau, x) \right) \right\}, \\
v^*_{21}(\tau, x) &= \sqrt{n} \left\{ \left( \hat{P}^{1}_{2,n}(\tau, x) - \hat{P}^{0}_{2,n}(\tau, x) \right) - \left( \hat{P}^{1}_{1,n}(\tau, x) - \hat{P}^{0}_{1,n}(\tau, x) \right) \right\}.
\end{align*}
\]

2. Finally, let

\[
T^*_n(b) = \sum_{x \in \mathcal{X}} \left[ \max \left\{ \sup_{\tau \in \hat{B}^1_n(x)} v^*_{12,n}(\tau, x), 0 \right\} + \max \left\{ \sup_{\tau \in \hat{B}^2_n(x)} v^*_{21,n}(\tau, x), 0 \right\} \right]
\]

where \( \sup_{\tau \in \hat{B}^1_n(x)} v^*_{12,n}(\tau, x) \) is defined to be zero if \( \hat{B}^1_n(x) = \emptyset \) and similarly \( \sup_{\tau \in \hat{B}^2_n(x)} v^*_{21,n}(\tau, x) \) is defined to be zero if \( \hat{B}^2_n(x) = \emptyset \).

3. Repeat above 2 steps \( R \) times to obtain the empirical distribution of \( T^*_n(b) \).

Then a bootstrap confidence region for \( \beta \) can be defined as

\[
\hat{B}_n = \{ b \in B : T_n(b) \leq \hat{d}^*_{(1-\alpha)}(b) \} \tag{4.3}
\]

where

\[
\hat{d}^*_{1-\alpha}(b)
\]

is the \((1 - \alpha)\) quantile of the empirical distribution of \( T^*_n(b) \).

Lemma A3 in (Linton, Song, and Whang (2010)) applies in our case, and the proof of consistency of the bootstrap procedure should be similar to the proof of Theorem 2. So, as with the rest of the literature, to construct a confidence regions for \( \beta \), we collect all the parameters that cannot be rejected using the test statistic above.
4.2 Inference when Model 1 is Point Identified

Under the conditions in Theorem 2.2, Model 1 point identifies $\beta$. Under the conditions of this Theorem, we can show (See Proof of Theorem in Appendix) that:

$$E[d_{i1}^U - d_{i2}^L|x_i, \tau_{i1}, \tau_{i2}] > 0 \text{ if and only if } \Delta \tau_i > \Delta x_i'\beta,$$

(4.4)

where again, $\tau = (\tau_1, \tau_2)$ is independent of $x$ and $\alpha$. This rank condition is useful since it is in terms on observed variables and so a variety of estimators can be employed to estimate $\beta$ consistently. For example, a maximum score style estimator would maximize the following objective function:

$$Q_n(b) = \frac{1}{n} \sum_{i=1}^{n} I[d_{i1}^U > d_{i2}^L]I[\Delta \tau_i > \Delta x_i'\beta].$$

This is for just one cut point for each cross sectional unit, but for efficiency and root-$n$ consistency we would want to have several such points per unit. This would result in an objective function that looks like a second order $U$-process:

$$Q_{2n}(b) = \frac{1}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} I[d_{ij1}^U > d_{ij2}^L]I[\Delta \tau_{ij} > \Delta x_i'\beta],$$

where $d_{ij1}^U = I\{y_{i1}^U \leq \tau_{ij1}\}$ and $d_{ij2}^L = I\{y_{ij2}^L \leq \tau_{ij2}\}$.

More generally, one could take a continuum of cut point values, in what would be regarded as an “integrated maximum score” procedure. To illustrate Let $\tau$ denote a $2 \times 1$ vector, whose components are denoted by $\tau_1, \tau_2$; let $\omega(\cdot)$ denote a weighting function, say a probability density function on $R^2$, that integrates to 1. Noting that $d_{1i1}, d_{1i2}, d_{02i}, d_{01i}$ each depend on cut points $\tau_1, \tau_2$, define the function

$$G_i(\beta) = \int \omega(\tau)I[d_{1i1}^U > d_{1i2}^L]I[\Delta x_i'\beta > \Delta \tau] + I[d_{2i1}^U > d_{1i1}^L]I[\Delta x_i'\beta < \Delta \tau]d\tau$$

Averaging this across cross sectional units results the integrated maximum score objective function:

$$Q_{In}(\beta) = \frac{1}{n} \sum_{i=1}^{n} G_i(\beta)$$
\( G_i(\cdot) \) can easily be simulated, especially when \( \omega(\cdot) \) corresponds to a density function, in which case draws from this distribution can be simulated, and values of the integrand in the definition of \( G_i \) can be averaged across draws.

Under conditions for point identification, the maximizer of any of the above objective functions will converge at the parametric rate to the singleton value \( \beta_0 \) with a limiting normal distribution, from standard results on \( M \) or \( U \) statistic estimation theory, such as found in, e.g. Newey and McFadden (1994).

However, if the conditions for point identification are not satisfied, the maximizer of the objective function will converge to a set, but one that is larger than the \textit{sharp} set.

5 Extension: Dynamic Panel Data Models

One of the limitations of the models considered in the previous sections was the strict exogeneity condition imposed on the explanatory variables. This assumption rules out any type of dynamic feedback, such as including lagged dependent variable as an explanatory variable. Although there is much progress in dynamic linear panel data models, see Hsiao (1986), Baltagi (1995), and especially Arellano and Bond (1991), there are very few results for censored models like those considered here. Honoré (1993), Honoré and Hu (2004), and Hu (2002), provided results for panel data dynamics with \textit{fixed censoring}, none of these allow for the random, endogenous censoring considered here, nor do they attain the sharp bounds when point identification is not attainable. Consequently, in this section we will consider dynamic panel model with the censoring structures considered previously. For these models, dynamic feedback can be allowed for in different ways, and this section considers three important cases. The first two will model lagged \textit{observable} dependent variables, and the third will model a lagged \textit{latent} dependent variable. The analysis in this section is mostly heuristic and meant to indicate that our previous approach to analyzing the identified feature in a censored dynamic model can be extended to dynamic setups.
5.1 Dynamics with lagged observed outcomes under Model 1

The first dynamic panel model we consider is one with a lagged observed dependent variable as follows:

\[ y_{it}^* = \gamma v_{it-1} + x_{it}'\beta + \alpha_i + \epsilon_{it} \]  

(5.1)

where, again, \( v_{it} = \max(y_{it}^*, c_{it}) \) is observed. Here the parameters of interest are \( \gamma \) and \( \beta \), and in this section we will impose a conditional stationarity assumption on the disturbance terms \( \epsilon_{it} \). The autoregressive parameter \( \gamma \) is a determinant of the persistence of the process and is often the object of interest in empirical applications. For example, \( y_{it}^* \) is current wage in sector 1 in a two sector economy, and \( v_{it-1} \) is last period’s observed wage (regardless whether \( i \) was employed in sector 1 or 2).

Recall, to accommodate the general random censoring considered in the previous section, again we assume the econometrician does not generally observe \( y_{it}^* \), but does observe the random variables \( d_{it}, v_{it}, \) and \( x_i \).

As we show here, our identification approach used in previous sections, based on bounding latent dependent variables, readily extends to the dynamic censored panel models considered here. To illustrate our approach for identifying \( \beta \) and \( \gamma \), we will make the “initial conditions” assumption that \( y_{i0}^* \) is observed, as was the case, in, e.g. Hu (2002). We will now be conditioning on \( x_i, \alpha_i, \) and \( y_{i0} \). For the first two periods we have:

\[ y_{i1}^* = \alpha_i + \gamma y_{i0}^* + x_{i1}'\beta + \epsilon_{i1} \]  

(5.2)

\[ y_{i2}^* = \alpha_i + \gamma v_{i1} + x_{i2}'\beta + \epsilon_{i2} \]  

(5.3)

Then we can bound \( y_{it}^* - \gamma v_{i,t-1} \) as

\[ y_{i1}^L - \gamma y_{i0}^* \leq y_{i1}^* - \gamma y_{i0}^* \leq y_{i1}^U - \gamma y_{i0}^* \]  

(5.4)

\[ y_{i2}^L - \gamma v_{i1} \leq y_{i2}^* - \gamma v_{i1} \leq y_{i2}^U - \gamma v_{i1} \]  

(5.5)

Note that we used \( y_{i0}^* \) in the first set of inequalities above since it is observed (i.e. \( v_{i0} = y_{i0}^* \)). Now, we can subtract the indexes \( x_{i1}'\beta, x_{i2}'\beta \) and construct conditional moment inequalities analogous to the construction we had before. In particular, for a candidate \((g, b)\) the following inequalities must hold for all \( \tau \in (\infty, +\infty) \) and all values of \( x_i \) and \( y_{i0}^* \) in the support:
\[ P\{\tilde{y}_{i1}^U(g) - x'_{i1}b \leq \tau | x_i, y_{i0}^* \} \leq P\{\tilde{y}_{i1}^L(g) - x'_{i1}b \leq \tau | x_i, y_{i0}^* \} \]
\[ P\{\tilde{y}_{i2}^U(g) - x'_{i2}b \leq \tau | x_i, y_{i0}^* \} \leq P\{\tilde{y}_{i2}^L(g) - x'_{i2}b \leq \tau | x_i, y_{i0}^* \} \]

where we define \( \tilde{y}_{i1}^U(g) \equiv y_{i1}^U - gy_{i0}^* \), \( \tilde{y}_{i2}^U(g) \equiv y_{i2}^U - gv_{i1} \) and the other terms \( \tilde{y}_{i1}^L(g), \tilde{y}_{i2}^L(g) \), analogously. It is easy to show that, as before, the values of \( b \) and \( g \) that satisfy the above conditional moment inequalities for all \( x_i, y_{i0}^* \) and \( \tau \) will coincide with the sharp set. In the next Section, we simulate a version of the above model and examine the identified sets there.

Next, we examine another version of the dynamic model.

### 5.2 Dynamics with lagged sector indicator under Model 1

The second dynamic panel data model we consider is one with a lagged value of the sector variable \( d_{it} \) as an explanatory variable, and we maintain the initial conditions assumption as before. This is an interesting model where dynamics of the outcome process is through the sector specific lagged variable. Specifically, for the first two periods we have:

\[ y_{i1}^* = \alpha_i + \gamma + x'_{i1} \beta + \epsilon_{i1} \]  \( (5.7) \)
\[ y_{i2}^* = \alpha_i + \gamma d_{i1} + x'_{i2} \beta + \epsilon_{i2} \]  \( (5.8) \)

Here we have the following inequalities:

\[ y_{i1}^L - \gamma \leq y_{i1}^* - \gamma \leq y_{i1}^U - \gamma \]  \( (5.9) \)
\[ y_{i2}^L - \gamma d_{i1} \leq y_{i2}^* - \gamma d_{i1} \leq y_{i2}^U - \gamma d_{i1} \]  \( (5.10) \)

Once again, for a candidate value \((g, b)\), we can subtract the indexes \( x'_{i1}b, x'_{i2}b \) and construct conditional moment inequalities analogous to before:

\[ P\{\tilde{y}_{i1}^U(g) - x'_{i1}b \leq \tau | x_i \} \leq P\{\tilde{y}_{i1}^L(g) - x'_{i1}b \leq \tau | x_i \} \]
\[ P\{\tilde{y}_{i2}^U(g) - x'_{i2}b \leq \tau | x_i \} \leq P\{\tilde{y}_{i2}^L(g) - x'_{i2}b \leq \tau | x_i \} \]

where we define \( \tilde{y}_{i1}^U(g) \equiv y_{i1}^U - g, \tilde{y}_{i2}^U(g) \equiv y_{i2}^U - gd_{i1} \) and the other terms \( \tilde{y}_{i1}^L(g), \tilde{y}_{i2}^L(g) \), analogously. As before, it is easy to show that the values of \( b \) and \( g \) that satisfy the above
conditional moment inequalities for all \( x_i \) and \( \tau \) will coincide with the *sharp* set. This sharp set is simulated for a particular version of the model in the next Section. Finally, we discuss the version of the dynamic model with lagged values of the latent outcome.

### 5.3 Dynamics with lagged latent outcome under Model 1

The third model our inequality approach can be applied to is when the lagged value of the latent variable \( y^*_t \) is an explanatory variable. Maintaining the initial conditions assumption for the first two periods we have

\[
\begin{align*}
y_{i1}^* &= \alpha_i + \gamma y^*_{i0} + x'_{i1}\beta + \epsilon_{i1} \\
y_{i2}^* &= \alpha_i + \gamma y^*_{i1} + x'_{i2}\beta + \epsilon_{i2}
\end{align*}
\]

Here the inequalities become more complicated than before because we do not necessarily observe the right hand side variables. One approach (assuming \( \gamma \) is nonnegative) is to work with the following inequalities:

\[
\begin{align*}
y_{i1}^L - \gamma y^*_{i0} &\leq y_{i1}^* - \gamma y^*_{i0} \leq y_{i1}^U - \gamma y^*_{i0} \\
y_{i2}^L - \gamma y^*_{i1} &\leq y_{i2}^* - \gamma y^*_{i1} \leq y_{i2}^U - \gamma y^*_{i1}
\end{align*}
\]

Note that we used \( y^*_{i0} \) in the first set on inequalities above since it is observed. But \( y^*_{i1} \) is not, so in the second set of the above inequalities, we subtracted \( y^*_{i1} \). Now, we can subtract the indexes \( x'_{i1}\beta, x'_{i2}\beta \) and construct conditional moment inequalities analogous to before. That is, for any \( \tau \) and \( x_i, y^*_i \) the following inequalities must hold:

\[
\begin{align*}
P\{\bar{y}_{i1}^U(g) - x'_{i1}b \leq \tau|x_i, y^*_0\} &\leq P\{\bar{y}_{i2}^U(g) - x'_{i2}b \leq \tau|x_i, y^*_0\} \\
P\{\bar{y}_{i2}^L(g) - x'_{i2}b \leq \tau|x_i, y^*_0\} &\leq P\{\bar{y}_{i1}^L(g) - x'_{i1}b \leq \tau|x_i, y^*_0\}
\end{align*}
\]

where we define \( \bar{y}_{i1}^U(g) \equiv y_{i1}^U - g y^*_{i0} \), and the other terms \( \bar{y}_{i1}^L(g), \bar{y}_{i2}^L(g), \bar{y}_{i2}^U(g) \) analogously.

Interestingly and unfortunately, in this case the values of \( b \) and \( g \) that satisfy the above conditional moment inequalities for all \( x_i, y^*_0 \) and \( \tau \) will not generally coincide with the *sharp* set. That happens because we treat bounds on \( y_{i1}^* - g y^*_{i0} \) and \( y_{i2}^* - g y^*_{i1} \) as independent, while the bounds on \( y_{i2}^* - g y^*_{i1} \) depend on the value of \( y_{i1}^* \) within the bounds on \( y_{i1}^* - g y^*_{i0} \). The
only case when the two bounds actually are independent (and therefore conditional moment inequalities in (5.16) give the sharp set) is when it is known that $\gamma = 0$. In all other cases the set defined by (5.16) is too large. Attaining a sharp set in this model is left for future work.

Interestingly, in the dynamic analog of the nonstationary case, one can construct a set of conditional inequalities that is sharp when $T = 2$. In particular, we can subtract first period equation from the second period:

$$y_{i2}^* - (1 + \gamma)y_{i1}^* + \gamma y_{i0}^* = \Delta x_i' \beta + \epsilon_{i2} - \epsilon_{i1}$$

If $1 + \gamma > 0$, then we can work with the following inequalities:

$$y_i^L - (1 + \gamma)y_{i1}^L + \gamma y_{i0}^* \leq y_{i2}^* - (1 + \gamma)y_{i1}^* + \gamma y_{i0}^* \leq y_i^U - (1 + \gamma)y_{i1}^U + \gamma y_{i0}^*$$

Again, for a candidate $(g, b)$ (assuming that $1 + g > 0$) we can subtract $\Delta x_i' b$ and check whether the following inequalities hold for any $\tau, x_i$ and $x_j$:

$$P\{\Delta y_i^U(g) - \Delta x_i' b \leq \tau | x_i\} \leq P\{\Delta y_j^L(g) - \Delta x_j' b \leq \tau | x_j\}$$

where $\Delta y_i^U(g) = y_i^U - (1 + g)y_{i1}^U + gy_{i0}^*$ and $\Delta y_j^L(g) = y_j^L - (1 + g)y_{j1}^L + gy_{j0}^*$. The set of parameters that satisfy (5.18) gives the sharp set. However, if $T > 2$ we cannot any longer claim the sharpness of the intersection of the individual sets for $t = 2, 3, \ldots$. The reason is precisely as before: by doing so we ignore the dependence between the bounds on $y_{i2}^* - (1 + g)y_{i1}^* + gy_{i0}^*$ and $y_{i3}^* - (1 + g)y_{i2}^* + gy_{i1}^*$. Attaining a sharp set in dynamic models with lagged latent outcomes is left for future work.

6 Simulation Results

This section provides evidence on the size of the identified sets in some stylized panel models with censoring. These simulations are meant to shed light on the size of the identified set in some examples, without issues of sample uncertainty (done with “infinite” sample size). These simulations are useful in their own rights: 1) for the simple models we simulate with random censoring and under various assumptions, it is not known whether the model is point identified, and 2) in many cases with endogenous censoring and/or heteroskedasticity, and though the model is not likely to be point identified, the identified sets are tight. For these
models, simple sufficient conditions for point identification require strong restrictions on the support of the regressors (infinite support) or the correlation structure of the errors. All the simulations are based on the two period model

\[ y_t^* = \alpha + \beta_1 x_{1t} + \beta_2 x_{2t} + \epsilon_t \quad t = 1, 2 \]  

(6.1)

where \( \beta_1 = \beta_0 = 1 \). We use two regressors both with a discrete distribution with support on \{-1, 0, 1\} in the non-dynamic models, and in the dynamic models, we only have one regressor (in addition to the lagged variables). We first simulate various versions of the above under Model 1 and Model 2. We start with Model 1.

### 6.1 Simulating Model 1

For this model, we plot the set of parameters \((b_1, b_2)\) that satisfy the inequalities in (2.2). These inequalities were simulated with a sample of size 20000 for each \(x\) value (a total sample size of \(16^2\times 20000\)) to minimize the issues of sampling uncertainty. We plot the identified set as contour plots where we use a grid point to look for parameters that do not violate any of the inequalities. For \(\tau\), we use a grid on \([-20, 20]\) with various grid sizes. Throughout, the fixed effect was generated as \(\alpha_i = \mathcal{N}(0, 1) \ast (\sum_{t=1,2; k=1,2} x_{kt})\). We start in Figure 1(a) with the panel data with fixed censoring at zero. Here, \(\epsilon_1\) is normal with mean zero and variance 2, and similarly to \(\epsilon_2\). The two random variables \(\epsilon_1\) and \(\epsilon_2\) are correlated with correlation coefficient of 1/2. This case obeys the assumptions of Honoré (1992) and hence we expect this to be point identified and this is confirmed in the top panel of Figure 1. The second Figure, we plot the identified set also for the case with independent random censoring in which \(c \sim \mathcal{N}(0, 0.25)\). The identified set here appears to be tight. For both of these designs, the level of censoring was around 30%. In the bottom panel of Figure 1, we plot the identified set for the random endogenous censoring in which \(c \sim \mathcal{N}(0, 1) + 0.5\epsilon^2\). Here, we see that the identified set is larger. There also, we plot the case with covariate dependent censoring that does not depend on \(\epsilon\). Here, \(c_1 \sim N(0,1) + (x_{21} - x_{11})\) and as we can see, the identified set is smaller than the case with endogeneity. Figure 2 provides the identified set for the case with covariate dependent endogenous censoring and the bottom panel graphs the case for fixed censoring at zero where the density of \(\epsilon\) is heteroskedastic. Also, we have heteroskedasticity and endogenous censoring, while in the last graph in Figure 2, we allow the censoring to depend on the covariates. Note that the largest identified sets in these designs seem to be in
models with endogenous censoring, and that having the censoring depend on $x$ in our design reduces the size of the identified set.

6.2 Simulating Model 2:

This is the independent non-stationary model. So, we simulate $\epsilon_1$ as a random normal, and $\epsilon_2 \sim u \times \epsilon_1 + \frac{1}{2} z$ where $u$ is a uniform random variable on $[-1, 1]$, and $z$ is a standard normal independent of $u$ and $\epsilon_1$. On the top of Figure 3, we plot the identified set for the fixed censoring case where we have 30% censoring in period 1 and 15% in period 2. Next, we simulate the same model but with random independent censoring that is $\mathcal{N}(-\frac{1}{2}, 1)$ in period 1 and $\mathcal{N}(-1, 1)$ in period 2 which resulted in 40% and 26% censoring in periods 1 and 2 respectively. As we can see, in this design, the random censoring shrinks somehow the identified set. In the bottom of Figure 3, we have design with endogenous random censoring where the censoring in period 1 is $c_1 = \mathcal{N}(0, 1) + 2\epsilon_2 + .5$ while in period 2 it is $c_2 = \mathcal{N}(0, 1) - .1\epsilon_1 + 1$ which got us around 20% censoring in period 1 and 15% censoring in period 2. The last graph in Figure 3 provides a case where the censoring in addition to being endogenous, is also covariate dependent. Here, the censoring in both periods increase to 40% and 30% and so we see that the identified set is larger. As we can, the model with non-stationarity still contains information about the parameters of interest. We also simulated cases with at least 50% censoring that resulted in a model with no information about $\beta$ as our results above suggest.

6.3 Simulating Dynamic Models

Here, we first simulate the following dynamic model in which a lagged observed variable is on the right hand side:

$$y_{it}^* = \gamma_0 v_{it-1} + x_{it}' \beta_0 + \alpha_i + \epsilon_{it}$$  \hspace{1cm} (6.2)

Here, we assume that the initial period is observed, is $\mathcal{N}(0, 1)$ and is independent of all variables in the model. In addition, we simulate the fixed effects and the errors as above. On top of Figure 4, we have the model censored at -1 which resulted in almost 30% censoring in each period. For the random independent censoring case, we use random normal censoring with mean -1, and for the endogenous censoring we have $c_{it} = \mathcal{N}(-1, 1) + .2\epsilon_{it}$. In addition,
the covariate dependent model adds the sum of the covariates across time periods to $c_{it}$. As we can see, the presence of lagged $v_{it}$ does not result in a complete lack of identification for the above model.

Next, we turn to the dynamic model with lagged sector specific variables as regressors which is provided in Figure 5. There, we plot the identified set for $(\beta, \gamma)$ in the following model:

$$y_{it}^* = \alpha_i + \gamma_0 d_{it} + x_{it}' \beta_0 + \epsilon_{it}$$

(6.3)

where again, $d_{it} = 1[y_{it}^* \geq c_{it}]$, an observed binary sector indicator variable. The model is simulated with the same values as the previous models. As we can see from the plots in Figure 4, the sizes of the identified set seems similar and more importantly, it is clear that a stationary dynamic model does not generally identify the parameter of interest in this design, but do contain information.

7 Conclusions

This paper considered identification and inference in a class of censored models in panel data settings. Our main contribution is to provide the tightest sets on the parameter of interest that we can learn from data at hand under two sets of assumptions. Throughout, we allow the censoring to be completely general with no restrictions on the relationship between the censoring variable and the other variables in the model. In the specific setting resulting in a randomly censored regression model our results nest existing work in both panel and cross section settings, such as Honoré (1992), Honoré, Khan, and Powell (2002), and Honoré and Powell (1994).

In addition, our characterization of the identified sets are constructive in that they can be estimated from the sample. The proposed inference method was based on conditional moment inequalities that was adaptive to point identification conditions in the sense that our objective function was minimized at the identified set or point, depending on the features of the data generating process. In the latter case, root $n$ consistency and asymptotic normality was established under conditions that are standard in the literature. We also provide guidance on how one might construct confidence regions based on recent contributions to the theory of stochastic dominance tests - See Linton, Song, and Whang (2010).
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A Appendix

A.1 Proof of Theorem 2.1

Suppose that \( b \in B_I \). We will construct \( \tilde{y}_{it}^* \) and \( \tilde{c}_{it} \) such that (i) \( \tilde{v}_{it} = \max\{\tilde{y}_{it}^*, \tilde{c}_{it}\} \) has the same distribution conditional on \( x_i \) as \( v_{it} \) for \( t = 1, 2 \) and (ii) \( \tilde{y}_{it}^* = x_{it}'b + \tilde{\alpha}_i + \tilde{\epsilon}_{it} \), where \( \tilde{\alpha}_i + \tilde{\epsilon}_{i1} \) and \( \tilde{\alpha}_i + \tilde{\epsilon}_{i2} \) are identically distributed conditional on \( x_i \). For the ease of presentation, we define \( \eta_{it} \equiv \tilde{\alpha}_i + \epsilon_{it} \) and \( \tilde{\eta}_{it} \equiv \tilde{\alpha}_i + \tilde{\epsilon}_{it} \).

Note that
\[
P\{y_{it}^U - x_{it}'b \leq \tau|x_i\} = P\{\eta_{it} \leq \tau + x_{it}(b - \beta), y_{it}^* > c_{it}|x_i\} + P\{y_{it}^* \leq c_{it}|x_i\}
\]
and
\[
P\{y_{it}^L - x_{it}'b \leq \tau|x_i\} = P\{\eta_{it} \leq \tau + x_{it}(b - \beta), y_{it}^* > c_{it}|x_i\} + P\{c_{it} - x_{it}'b \leq \tau, y_{it}^* \leq c_{it}|x_i\}
\]

Let \( \tilde{c}_{it} = c_{it} \) and define \( \tilde{\eta}_{it} \) as follows:

- If \( y_{it}^* > c_{it} \): \( \tilde{\eta}_{it} = \eta_{it} + x_{it}(\beta - b) \).
- If \( y_{it}^* \leq c_{it} \): \( \tilde{\eta}_{it} = u_{it} \leq c_{it} - x_{it}'b \), where \( u_{it} \) is a random variable that can depend on \( x_{it}, c_{it}, \) and \( \eta_{it} \).

In this case, \( \tilde{v}_{it} = v_{it} \) for \( t = 1, 2 \). We want \( P\{\tilde{\eta}_{i1} \leq \tau|x_i\} = P\{\tilde{\eta}_{i2} \leq \tau|x_i\} \). For each \( t = 1, 2 \), the sharp upper bound on \( P\{\tilde{\eta}_{it} \leq \tau|x_i\} \) is \( P\{\eta_{it} \leq \tau + x_{it}(b - \beta), y_{it}^* > c_{it}|x_i\} + P\{y_{it}^* \leq c_{it}|x_i\} = P\{y_{it}^U - x_{it}'b \leq \tau|x_i\} \), while the sharp lower bound (over all possible distributions of \( u_{it} \) such that \( u_{it} \leq c_{it} - x_{it}'b \)) is \( P\{\eta_{it} \leq \tau + x_{it}(b - \beta), y_{it}^* > c_{it}|x_i\} + P\{c_{it} - x_{it}'b \leq \tau, y_{it}^* \leq c_{it}|x_i\} = P\{y_{it}^L - x_{it}'b \leq \tau|x_i\} \). Any distribution between these upper and lower bounds can be generated by some distribution of \( u_{it} \). Finally, since \( b \) satisfies conditional inequalities (2.2), then we can find \( u_{i1} \) and \( u_{i2} \) distributed in such a way that \( P\{\tilde{\eta}_{i1} \leq \tau|x_i\} = P\{\tilde{\eta}_{i2} \leq \tau|x_i\} \).

Therefore, \( b \) is observationally equivalent to \( \beta \). □

A.2 Proof of Theorem 2.2

Construct the following random variables: \( d_{i2}^L = I\{y_{i2}^L \leq \tau_{i2}\} \) and \( d_{i1}^L = I\{y_{i1}^L \leq \tau_{i1}\} \), where \( \tau_{i1} \) and \( \tau_{i2} \) satisfy the above condition. Then \( E[d_{i2}^L|x_i, \tau_{i2}] = P\{y_{i2}^L \leq \tau_{i2}|x_i, \tau_{i2}\} = \)
We can re-write lower bound as

\[ 1 - P\{y_i^L > \tau_i|\mathbf{x}_i, \tau_{i2}\} = 1 - P\{x_{i2}^L + \epsilon_{i2} > c_{i2}, x_{i2}^L + \epsilon_{i2} > \tau_i|\mathbf{x}_i, \tau_{i2}\} = 1 - P\{x_{i2}^L + \epsilon_{i2} > \max\{c_{i2}, \tau_{i2}\}|x_{i2}, \tau_{i2}\} = P\{\epsilon_{i2} < \tau_{i2} - x_{i2}^L|\mathbf{x}_i, \tau_{i2}\} \]

Here the last equality follows from the sufficient condition above.

Similarly, \( E[d_{i1}^U|\mathbf{x}_i, \tau_{i1}] = P\{\max\{x_{i1}^L + \epsilon_{i1}, c_{i1}\} \leq \tau_{i1}|\mathbf{x}_i, \tau_{i1}\} = P\{x_{i1}^L + \epsilon_{i1} \leq \tau_{i1}, c_{i1} \leq \tau_{i1}|\mathbf{x}_i, \tau_{i1}\} = P\{\epsilon_{i1} \leq \tau_{i1} - x_{i1}^L|\mathbf{x}_i, \tau_{i1}\} \).

Finally, taking into account that \( \epsilon_{i1} = \epsilon_{i1} + \alpha_i \) and \( \epsilon_{i2} = \epsilon_{i2} + \alpha_i \) are identically distributed conditional on \( \mathbf{x}_i \), we have: \( E[d_{i2}^L|\mathbf{x}_i, \tau_{i2}] = F(\tau_{i2} - x_{i2}^L|\mathbf{x}_i) \) and \( E[d_{i1}^U|\mathbf{x}_i, \tau_{i1}] = F(\tau_{i1} - x_{i1}^L|\mathbf{x}_i) \), where \( F(\cdot|\mathbf{x}_i) \) is a c.d.f. of \( \epsilon_{it} \) conditional on \( \mathbf{x}_i \). Now, taking into account that \( F \) is a strictly monotone function, we have

\[ E[d_{i1}^U - d_{i2}^L|\mathbf{x}_i, \tau_{i1}, \tau_{i2}] > 0 \text{ if and only if } \Delta \tau_i > \Delta x_i^L \beta, \]

where \( \Delta \tau_i = \tau_{i1} - \tau_{i2} \) and \( \Delta x_i = x_{i1} - x_{i2} \). Consequently, point identification follows from identical arguments used in Khan and Tamer (2007).

\[ \blacksquare \]

### A.3 Proof of Theorem 3.1

We can re-write lower bound as \( LB(\tau, \mathbf{x}_i, b) = P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau|\mathbf{x}_j\} = P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j > c_{i2}, y_j^*_j > c_{i1}\} + P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j > c_{i2}, y_j^*_j < c_{i1}\} + P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j < c_{i2}, y_j^*_j > c_{i1}\} = P\{\Delta \epsilon_j + \Delta x_j^L b \leq \tau + \Delta x_j^L b, y_j^*_j < c_{i2} < c_{i1} \} \).

Similarly, we can re-write upper bound as \( UB(\tau, \mathbf{x}_j, b) = P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau|\mathbf{x}_j\} = P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j > c_{j2}, y_j^*_j > c_{j1}\} + P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j > c_{j2}, y_j^*_j > c_{j1}\} + P\{y_j^L - y_j^L - \Delta x_j^L b \leq \tau, y_j^*_j < c_{j2}, y_j^*_j < c_{j1}\} = P\{\Delta \epsilon_j + \Delta x_j^L b \leq \tau + \Delta x_j^L b, y_j^*_j > c_{j1} \} + P\{y_j^* - c_{j1} \leq \tau - \Delta x_j^L b, y_j^*_j < c_{j1}, y_j^*_j > c_{j2} \} + P\{y_j^* > c_{j1}, y_j^*_j < c_{j2} \} + P\{y_j^* < c_{j1}, y_j^*_j < c_{j2} \}. \)
Suppose that \( b \in B_I \), that is

\[
LB(\tau, x_i, b) \leq UB(\tau, x_j, b) \text{ for any } \tau, x_i, x_j.
\]

Now let \( \tilde{c}_{i1} = c_{i1} \), \( \tilde{c}_{i2} = c_{i2} \) and define \( \triangle \tilde{\xi}_i \) and \( \tilde{\alpha}_i \) as follows:

- If \( y^*_i > c_{i2}, y^*_i > c_{i1} \), then \( \tilde{\alpha}_i = \alpha_i + x'_i, \beta - x'_i b \), and \( \triangle \tilde{\xi}_i = \triangle \xi_i + \triangle x'_i, \beta - \triangle x'_i b \).
- If \( y^*_i > c_{i2}, y^*_i < c_{i1} \), then \( \tilde{\alpha}_i = y^*_i - \triangle \xi_i - x'_i b \), and \( \triangle \tilde{\xi}_i = \gamma_i(\triangle \xi_i + \triangle x'_i, \beta) + (1 - \gamma_i)(y^*_i - c_{i1}) - \triangle x'_i b + u_{i1} \), where \( 0 \leq \gamma_i \leq 1 \) and \( u_{i1} \geq 0 \).
- If \( y^*_i < c_{i2}, y^*_i > c_{i1} \), then \( \tilde{\alpha}_i = \alpha_i + x'_i, \beta - x'_i b \), and \( \triangle \tilde{\xi}_i = \lambda_i(\triangle \xi_i + \triangle x'_i, \beta) + (1 - \lambda_i)(c_{i2} - y^*_i) - \triangle x'_i b - u_{i2} \), where \( 0 \leq \lambda_i \leq 1 \) and \( u_{i2} \geq 0 \).
- If \( y^*_i < c_{i2}, y^*_i < c_{i1} \), then \( \triangle \tilde{\xi}_i = \triangle \xi_i + \triangle x'_i, \beta - \triangle x'_i b - u_{i3} \) and \( \tilde{\alpha}_i = \min\{c_{i1} - x'_i b, c_{i2} - \triangle \xi_i - \triangle x'_i b b + u_{i3}\} - u_{i4} \), where \( -\infty < u_{i3} < +\infty \) and \( u_{i4} \geq 0 \).

Here \( u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i \), and \( \gamma_i \) are random variables that may depend on \( x_i, \triangle \xi_i, \alpha_i \) etc. Let \( \tilde{y}_{i1} = \max\{x'_i b + \tilde{\alpha}_i, \tilde{\xi}_i\} \) and \( \tilde{y}_{i2} = \max\{x'_i b + \tilde{\alpha}_i + \triangle \tilde{\xi}_i, \tilde{\xi}_i\} \). Then \( (\tilde{y}_{i1}, \tilde{y}_{i2}) = (y_{i1}, y_{i2}) \).

Now, \( P\{\triangle \tilde{\xi}_i \leq \tau|x_i\} = P\{\triangle \xi_i + \triangle x'_i, \beta \leq \tau + \triangle x'_i b, y^*_i > c_{i2}, y^*_i > c_{i1}|x_i\} + P\{\gamma_i(\triangle \xi_i + \triangle x'_i, \beta) + (1 - \gamma_i)(y^*_i - c_{i1}) \leq \tau + \triangle x'_i b - u_{i1}, y^*_i > c_{i2}, y^*_i < c_{i1}|x_i\} + P\{\lambda_i(\triangle \xi_i + \triangle x'_i, \beta) + (1 - \lambda_i)(c_{i2} - y^*_i) \leq \tau - \triangle x'_i b + u_{i2}, y^*_i < c_{i2}, y^*_i > c_{i1}|x_i\} + P\{\triangle \xi_i + \triangle x'_i, \beta \leq \tau + \triangle x'_i b + u_{i3}, y^*_i < c_{i2}, y^*_i < c_{i1}|x_i\} \).

Then lower (sharp) bound on \( P\{\triangle \tilde{\xi}_i \leq \tau|x_i\} \) over all possible distributions of \( u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i \), and \( \gamma_i \) is equal to \( LB(\tau, x_i, b) \), and upper (sharp) bound on \( P\{\triangle \tilde{\xi}_j \leq \tau|x_j\} \) is equal to \( UB(\tau, x_j, b) \). Therefore, it is possible to find such a distribution of \( u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i \), and \( \gamma_i \) (conditional on \( x_i \) etc) so that for any \( \tau, x_i, \) and \( x_j \) we have \( P\{\triangle \tilde{\xi}_i \leq \tau|x_i\} = P\{\triangle \tilde{\xi}_i \leq \tau|x_j\} = F(\tau) \) for some \( F(\tau) \) such that \( LB(\tau, x_i, b) \leq F(\tau) \leq UB(\tau, x_j, b) \), and this distribution is independent of \( x_i \).

\[\square\]

**A.4 Proof of Theorem 3.2.**

**Proof:** Let \( w^L_i = y^L_{i2} - y^L_{i1} \) and \( w^U_i = y^U_{i2} - y^U_{i1} \). Then the sharp identified set can be written as \( B_I = \{b : \text{for any } \tau, x_i, x_j \ P\{w^L_i - \triangle x'b \leq \tau|x_i\} \leq P\{w^U_i - \triangle x'b \leq \tau|x_j\}\} \). Note that
for any $\tau_1, \tau_2$, $P\{w^L_i \leq \tau_1|x_i\} \geq p^*_1(x_i)$ and $P\{w^L_i \leq \tau_2|x_i\} \leq 1 - p^*_2(x_i)$. Therefore, if $1 - p^*_2(x_i) \leq p^*_1(x_i)$ for all $x_i$ and $x_j$, then we have $P\{w^L_i - \triangle x'_i b \leq \tau|x_i\} \leq 1 - p^*_2(x_i) \leq p^*_1(x_j) \leq P\{w^L_j - \triangle x'_j b \leq \tau|x_j\}$ for any $b \in B$, so the bounds are trivial. □

A.5 Proof of Theorem 3.3

Part 1. Suppose that $b \in B$ is such that $b_k \neq \beta_k$. Then assumption A1(i) imply that $\triangle x'_i(b - \beta)$ and $\triangle x'_j(b - \beta)$ are unbounded on the support of $x_i$. Therefore, for any $0 < \delta < 1$ and any $\tau$ we can find such values of $x_i$ and $x_j$ that $F_{\Delta \epsilon}(\tau + \triangle x'_i(b - \beta)) - F_{\Delta \epsilon}(\tau + \triangle x'_j(b - \beta)) > \delta$. Let $q < \delta < 1$. Then we have $F_{\Delta \epsilon}(\tau + \triangle x'_i(b - \beta)) - F_{\Delta \epsilon}(\tau + \triangle x'_j(b - \beta)) > q$ for some $x_i$ and $x_j$, which is a contradiction to A2(i). Therefore, $\beta$ is identified relative to $b$.

Part 2. Suppose now that $b \in B$ is such that $b_k = \beta_k$ but $b \neq \beta$. Assumption A1(ii) ensures that there exist some $\gamma_2 < \gamma_1$ such that the sets $X_{\gamma_1} = \{x_{i,-k} : \text{ such that } \triangle x'_i(b - \beta) = \triangle x_{i,-k}(b - \beta - \beta_{-k}) > \gamma_1\}$ and $X_{\gamma_2} = \{x_{j,-k} : \text{ such that } \triangle x'_j(b - \beta) = \triangle x_{j,-k}(b - \beta - \beta_{-k}) < \gamma_2\}$ are nonempty. Then there exist $\rho > 0$ and $\tilde{\tau}$ such that $H(x_{i,-k}, x_{j,-k}) \equiv F_{\Delta \epsilon}(\tilde{\tau} + \triangle x'_i(b - \beta)) - F_{\Delta \epsilon}(\tilde{\tau} + \triangle x'_j(b - \beta)) > \rho$ on $X_{\gamma_1, \gamma_2} = X_{\gamma_1} \times X_{\gamma_2}$. Hence, the left-hand side of (3.2) is bounded away from zero for any $\tau = \tilde{\tau}$ on $X_{\gamma_1, \gamma_2}$ for any values of $x_{i,k}$ and $x_{j,k}$ in the support. On the other hand, assumption A2(ii) implies that the right-hand side of (3.2) can be made less than any $\rho > 0$ with a proper choice of $x_{i,k}$ and $x_{j,k}$. Therefore, $\beta$ is identified relative to any $b \neq \beta$, so that $B_I = \{\beta\}$. □

A.6 Proof of Theorem 3.4

Note first that for any $b$, $Q(b) \geq 0$, so that $B_Q = \arg\min_b Q(b)$. Next, let $b \in B_I$ and recall that $B_I$ is defined by the following set of inequalities:

$$P\{w^L_i - \triangle x'_i b \leq \tau|x_i\} \leq F(\tau) \leq P\{w^L_j - \triangle x'_j b \leq \tau|x_j\} \quad \text{(A.4)}$$

for some cumulative distribution function $F$. Inequalities (A.4) imply that if $\tau_2 - \triangle x'_i b \geq \tau_1 - \triangle x'_i b$, then $P\{w^L_i \leq \tau_1|x_i\} \leq P\{w^L_j \leq \tau_2|x_j\}$. Therefore, if $b \in B_I$, then $Q(b) = 0$, so that $B_I \subseteq B_Q$.

Now suppose that there exists $b \in B_Q$ such that $b \notin B_I$. That is, for this $b$ there exist $\tilde{\tau}$,
\( \tilde{x}_i \) and \( \tilde{x}_j \) such that

\[
P\{ w_i^U \leq \tilde{\tau} + \triangle \tilde{x}_i b | \tilde{x}_i \} > P\{ w_j^L \leq \tilde{\tau} + \triangle \tilde{x}_j b | \tilde{x}_j \}
\]  \hspace{1cm} \text{(A.5)}

Let \( \tilde{\tau}_{2j} = \tilde{\tau} + \triangle \tilde{x}_j b \) and \( \tilde{\tau}_{1i} = \tilde{\tau} + \triangle \tilde{x}_i b \). Then \( \tilde{\tau}_{2j} - \triangle \tilde{x}_j b = \tilde{\tau}_{1i} - \triangle \tilde{x}_i b = \tilde{\tau} \) and \( P\{ \triangle y_{ui} \leq \tilde{\tau}_{1i} | \tilde{x}_i \} > P\{ \triangle y_{lj} \leq \tilde{\tau}_{2j} | \tilde{x}_j \} \). By continuity of \( \tau \) and strict inequality in (3.1), there exist the set \( U \) of positive probability measure such that for any \((\tau_{1i}, \tau_{2i}, \tilde{x}_i, \tilde{x}_j) \in U\) we have:

1. \( \tau_{2j} - \triangle x'_j b \geq \tau_{1i} - \triangle x'_i b \),

2. \( P\{ \triangle y_{ui} \leq \tau_{1i} | \tilde{x}_i \} > P\{ \triangle y_{lj} \leq \tau_{2j} | \tilde{x}_j \} \),

so that \( Q(b) > 0 \), which implies that if \( b \notin B_1 \), then \( Q(b) > 0 \). Therefore, \( B_I = B_Q \).\( \square \)
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