The paper develops an approach for analyzing the dynamics of a nonlinear time series that is represented by a nonparametric estimate of its one-step ahead conditional density. The approach entails examination of conditional moment profiles corresponding to certain shocks; a conditional moment profile is the conditional expectation evaluated at time $t$ of a time invariant function evaluated at time $t + j$ regarded as a function of $j$. Comparing the conditional moment profiles to baseline profiles is the nonlinear analog of conventional impulse-response analysis. The approach includes strategies for laying out realistic perturbation experiments in multivariate situations and for undertaking statistical inference using bootstrap methods. It also includes examination of profile bundles for evidence of damping or persistence. The empirical work investigates a bivariate series comprised of daily changes in the Standard and Poor's composite price index and daily NYSE transactions volume from 1928 to 1987. The effort uncovers evidence showing the heavily damped character of the "leverage effect" and the differential response (short-term increase, long-term decline) of trading volume to "common-knowledge" price shocks.

KEYWORDS: Impulse-response, nonlinear time series, nonparametric, financial market volatility, trading volume.

1. INTRODUCTION

The probability distribution of a strictly stationary, possibly nonlinear, process is completely summarized by its one-step ahead conditional density function. From the nonparametric perspective, the conditional density represents the process and is the fundamental object of interest. However, the conditional density is a complicated nonlinear function of a large number of arguments and is difficult to interpret. Thus, it is important to develop methods to elicit the dynamics embodied in the conditional density.

For a linear process with homogeneous errors, there is a comprehensive tool kit of methods for exploring the dynamics of a process and comparing them to the predictions of an economic model. A central component of this tool kit is the impulse-response or "error shock" methodology put forth in Sims (1980) and refined by Doan, Litterman, and Sims (1984) and others. The key idea of impulse-response analysis is to trace through the system the effects of small movements in the innovations, or linear combinations of the innovations. There are various graphical and numerical techniques for tracing through the effects of innovations. These techniques provide a means for exploring the characteristics of the conditional density, which can be quite complicated even for linear processes.

There are some extensions of these ideas to volatility. Using a recursive system of GARCH models, Engle, Ito, and Lin (1990), perform an error shock
analysis of the effects of price shocks on subsequent volatility. GARCH models have additive innovations defined by a linear difference equation.

In this paper, we outline a strategy for performing an impulse-response analysis of nonlinear time series models. For the general nonlinear model, it seems less useful to think in terms of an innovation. Rather, the dynamic properties of the nonlinear model appear best elicited by perturbing the vector of conditioning arguments in the conditional density function. The dynamic response to the perturbation can be traced out by computing multi-step ahead forecasts of the conditional mean and conditional variance functions. The method can also be applied to general functions, such as those used to study turning points.

If the time series is multivariate, then it is important to design a series of perturbation experiments that take into account the contemporaneous relationships between series. It may be unrepresentative to perturb one of the variables in the conditioning set without simultaneously adjusting the values of others. Because the interpretation of a direct perturbation to conditioning variables is more transparent than perturbing the errors of a linear system, it can be easier to lay out a representative experimental design in the space of conditioning variables than in the space of additive errors to a linear system.

Nonlinear impulse-response analysis, as described above, involves a comparison of a conditional moment profile to a baseline profile. A conditional moment profile is the forecast made at time \( t \) of the time \( t+j \) value of a time-invariant function regarded as a function of \( j \). Equivalently, a conditional moment profile is the conditional expectation evaluated at time \( t \) of a time-invariant function evaluated at time \( t+j \) regarded as a function of \( j \). Other conditional moment profiles are of interest. In particular, bundles of long-term profiles run out from a subsequence of data points from the sample can be examined for evidence of persistence. The statistical significance of a conditional moment profile can be assessed by comparing a sup-norm confidence band on the profile with a null profile.

The methods we propose require a means to sample the estimated conditional density efficiently. Having an efficient algorithm to simulate a sample path, a conditional moment profile can be obtained by running a time-invariant function out over many simulated sample paths and then averaging. Bootstrap estimates, which are used to compute sup-norm confidence bounds on profiles, are obtained by simulating the sample path of the entire data and re-estimating the density.

We utilize these ideas to study the dynamics of daily price and volume movements on the NYSE. We employ the conditional density that was estimated via the SNP nonparametric technique in Gallant, Rossi, and Tauchen (1992) for the period 1928 to 1987. This paper examines multi-step ahead dynamics, while the former concentrates exclusively on one-step ahead characteristics. We uncover evidence that the so-called "leverage effect" (Nelson (1991)) is a weak transient phenomenon that dies away within six to ten days after a price shock. We also uncover evidence indicating that volume responds
to price shocks much differently in the short run than in the long run. Interestingly, this evidence would not have been available from fitting a linear VAR model with ARCH errors. A VAR-ARCH model imposes symmetry on the response of volume to price shocks, and this symmetry directly conflicts with the intrinsic nature of the price-volume relationship.

The organization of the paper is as follows. Section 2 outlines a nonlinear impulse-response methodology and discusses computations. Section 3 specializes the concepts to an AR(1) model with ARCH and GARCH errors to provide a comparison with existing methods for linear difference equations. Section 4 discusses strategies for defining representative impulse-response sequences. Section 5 presents estimates of the impulse-response analysis for stock price and volume data. Section 6 contains confirmatory analysis. Section 7 investigates long term persistence in volatility and volume. Section 8 contains concluding remarks.

2. IMPULSE-RESPONSE ANALYSIS OF NONLINEAR MODELS

Let \( \{y_t\}_{t=-\infty}^{\infty} \) with \( y_t \in \mathbb{R}^M \) be a strictly stationary process with a conditional density function that depends upon at most \( L \) lags. Denote the \( L \) lags of \( y_{t+1} \) by \( x_t = (y_{t-L+1}, \ldots, y_t)' \in \mathbb{R}^{ML} \) and write \( f(y_{t+1}|x_t) \) for the (one-step ahead) conditional density. Due to the strict stationarity assumption, the functional form \( f(y|x) \) of the conditional density does not depend on the index \( t \); that is, the density is time invariant.

In this section we shall describe strategies for eliciting the dynamics of the process \( \{y_t\} \) as represented by \( f(y|x) \). To provide a familiar framework, we first summarize VAR error-shock analysis. We then discuss conditional mean profiles, which are closely related to VAR error shock analysis. Next, the ideas are extended to conditional volatility profiles, which are of particular interest to the finance literature. In the remaining subsections we discuss general conditional moment profiles, computational issues, sup-norm confidence bands, and profile bundles.

Because it is critically important to differentiate between one-step ahead and multi-step ahead conditional moments, the terminology throughout the remainder of the paper adheres to the following conventions. One-step mean is short for the “one-step ahead forecast of the mean conditioned on the history of the process” which is \( \mathcal{E}(y_{t+1}|\{y_{t-k}\}_{k=0}^{\infty}) \) in general or \( \mathcal{E}(y_{t+1}|\{y_{t-k}\}_{k=0}^{L-1}) \) for a Markovian process as above. Similarly, the one-step variance, also called the volatility, is the one-step ahead forecast of the variance conditioned on history; that is

\[
\text{Var}(y_{t+1}|\{y_{t-k}\}_{k=0}^{\infty}) = \mathcal{E}\left(\left[y_{t+1} - \mathcal{E}(y_{t+1}|\{y_{t-k}\}_{k=0}^{\infty})\right]'\left[y_{t+1} - \mathcal{E}(y_{t+1}|\{y_{t-k}\}_{k=0}^{\infty})\right]\right)
\]

or \( \text{Var}(y_{t+1}|\{y_{t-k}\}_{k=0}^{L-1}) \) for a Markovian process. With respect to a conditional
moment profile,
\[ \mathcal{G}\left[g(y_{t+j}, \ldots, y_{t+j}) \left| \{y_{t-k}\}_{k=0}^{L-1}\right.\right] \quad (j = 0, 1, 2, \ldots), \]
the word moment refers to the time-invariant function \( g(y_{-j}, \ldots, y_0) \). Thus, the term conditional mean profile is short for “the conditional moment profile of the one-step mean” and conditional volatility profile is short for “the conditional moment profile of the one-step variance.”

2.1. VAR Error-Shock Analysis

Since Sims’ (1980) paper, impulse-response functions have been widely used to study the dynamics of a linear process. Briefly, the ideas are as follows.

Suppose
\[ A(\mathcal{L}) y_t = u_t, \]
where \( A(\mathcal{L}) = I - \sum_{k=1}^{L} A_k \mathcal{L}^k \), is a matrix polynomial in the lag operator \( \mathcal{L} \) and \( \{u_t\}_{t=-\infty}^{\infty} \) is a sequence of iid innovations with mean \( \mathcal{E} u_t = 0 \) and variance matrix \( \text{Var}(u_t) = \mathcal{E} u_t u'_t = \Omega \). Suppose also that \( A(\mathcal{L}) \) is invertible so that
\[ y_t = B(\mathcal{L}) u_t \]
where \( B(\mathcal{L}) = [A(\mathcal{L})]^{-1} = \sum_{k=0}^{\infty} B_k \mathcal{L}^k \). Denote the \( ij \)th element of \( B(\mathcal{L}) \) by \( b_{ijk} \). The sequence \( \{b_{ijk}\}_{k=0}^{\infty} \) can be viewed as the dynamic response of the \( i \)th variable to a positive, one-unit movement in the \( j \)th element of the innovation vector \( u_t \).

The sequence \( \{b_{ijk}\}_{k=0}^{\infty} \) can be computed as follows: Put \( \hat{y}_t = 0 \) for negative \( t \). Put \( \hat{y}_0 = \xi_j \) for \( t = 0 \), where \( \xi_j \) is a vector with 1 in the \( j \)th position and 0 in the others. Iterate the difference equation \( \hat{y}_t = \sum_{s=1}^{L} A_s \hat{y}_{t-s} \) over positive \( t \). The \( ij \)th element of the sequence \( \{\hat{y}_t\}_{t=0}^{\infty} \) is the sequence \( \{b_{ijk}\}_{k=0}^{\infty} \). This method is a well known computational technique for obtaining the \( ij \)th element of \( [A(\mathcal{L})]^{-1} \).

For later reference, note that due to linearity one could also compute \( \{\hat{y}_t\}_{t=1}^{\infty} \) as follows: Let \( \{\hat{y}_t\}_{t=-\infty}^{\infty} \) be an arbitrary sequence. Set \( \hat{y}_0^+ = \hat{y}_0^0 + \xi_j \) for \( t = 0 \) and \( \hat{y}_0^+ = \hat{y}_0^0 \) for negative \( t \). Iterate the difference equations \( \hat{y}_t = \sum_{s=1}^{L} A_s \hat{y}_{t-s} \) and \( \hat{y}_t^+ = \sum_{s=1}^{L} A_s \hat{y}_{t-s} \) for positive \( t \). Put \( \hat{y}_t = \hat{y}_t^+ - \hat{y}_t^0 \).

Also for later reference, note that the \( \hat{y}_0^+ \) is the conditional mean of the process \( \{y_t\}_{t=1}^{\infty} \) with initial conditions \( \{\hat{y}_t^0\}_{t=-\infty}^{\infty} \). By the law of iterated expectations, \( \hat{y}_t^+ \) is also the forecast of the one-step mean \( \mathcal{E}(y_{t+1} \left| \{y_{t-j}\}_{j=-\infty}^{\infty}\right.) \) given initial conditions \( \{\hat{y}_t^0\}_{t=-\infty}^{\infty} \).

In applied work, the contemporaneous covariance matrix \( \Omega \) of the linear system is usually not diagonal. In this case, a perturbation of one unit in \( u_t \), holding the other elements of \( u_t \) constant is not considered representative of the typical shocks that impinge on the system. Common practice in the literature is to restrict attention to orthogonalized shocks. An orthogonalization is obtained by choosing a lower triangular matrix \( H \) such that \( H\Omega H' = I \), and writing \( y_t = B^*(L) u_t^* \), where \( B^*(L) = B(L)H^{-1} \), and \( u_t^* = H u_t \). The \( ij \)th element of \( B^*(L) \) represents the response of variable \( i \) to orthogonalized
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innovation $u_{jt}^*$, which is a linear combination of the elements $u_t$. As is well known, the orthogonalization of errors by factorization of $\Omega$ is not unique, making it difficult to provide an economic interpretation of shocks to the orthogonalized errors. This identification problem has led to a large literature on “structural VAR” analysis using both short-run restrictions (Blanchard and Watson (1986)), and long-run restrictions (Blanchard and Quah (1989); King, Plosser, Stock, and Watson (1991)) to identify the structural rather than-reduced-form errors.

In the general nonlinear case, there are various notions of an innovation. One could center $y_t$ on a conditional mean or median and leave it unscaled or scale by the conditional variance or range. It may be difficult to compute an impulse response for any of these notions of an innovation. However, if instead of viewing perturbation of $u_t$ as the primitive concept, the computational technique of perturbing $y_t$ is viewed as the primitive, then the ideas from linear VARs extend directly as we shall see in the subsections that follow. Regardless of whether impulse responses are computed by direct perturbation or through innovations, a structural model is still needed to link shocks to endogenous variables back to shocks in underlying exogenous or policy variables. Also, there are complications related to the task of obtaining realistic perturbations, especially for multivariate data. These issues are addressed more fully in Section 4 and Subsection 5.2. Our strategy uses graphical methods to develop an experimental design for the shocks.

2.2. Conditional Moment Profiles—Means

Consider the general case in which $\{y_t\}$ is a stationary process represented by the one-step ahead conditional density $f(y|x)$. Define the conditional mean profile $\{\hat{\mu}_j(x)\}_{j=0}^\infty$ corresponding to initial condition $x$ by

$$\hat{\mu}_j(x) = \mathbb{E}(y_{t+j}|x_t = x) = \int y f^j(y|x) \, dy$$

where $f^j(y|x)$ denotes the $j$-step ahead conditional density

$$f^j(y|x) = \int \cdots \int \left[ \prod_{i=0}^{j-1} f(y_{t+1}|y_{t-L+1}, \ldots, y_t) \right] dy_1 \cdots dy_{j-1}$$

with $x = (y'_{-L+1}, \ldots, y'_0)$. (If a dummy variable of integration coincides with an element of $x$, that integration is omitted.)

In empirical work, $\hat{f}^j(y|x)$ is approximated by using a nonparametric estimate $\hat{f}(y|x)$ in place of $f(y|x)$. Given an efficient algorithm for sampling $\hat{f}(y|x)$, $\hat{\mu}_j(x)$ is easily computed using Monte Carlo integration as discussed in Subsection 2.5 below.

Recall the interpretation of $x = (y'_{-L+1}, y'_{-L+2}, \ldots, y'_0)$: $y_0 \in \mathbb{R}^M$ represents a contemporaneous value; the $y_{-k} \in \mathbb{R}^M$, $1 \leq k \leq L - 1$, represent lags. Let
$\delta y^+, \delta y^- \in R^M$ represent small perturbations to the contemporaneous $y_0$ where $\delta y^+$ is "positive" and $\delta y^-$ is "negative" in a sense to be made precise later. Put

$$x^+ = (y_{-L+1}', y_{-L+2}', \ldots, y_0')' + (0, 0, \ldots, \delta y^+)',$$
$$x^0 = (y_{-L+1}', y_{-L+2}', \ldots, y_0')',$$
$$x^- = (y_{-L+1}', y_{-L+2}', \ldots, y_0')' + (0, 0, \ldots, \delta y^-)').$$

Thus, $x^+$ is an initial condition corresponding to a positive impulse or shock $\delta y^+$ added to contemporaneous $y_0$, $x^-$ corresponds to a negative impulse, while $x^0$ represents the base case with no impulse.

Now put

$$\hat{y}_j^+ = \hat{y}_j(x^+),$$
$$\hat{y}_j^0 = \hat{y}_j(x^0),$$
$$\hat{y}_j^- = \hat{y}_j(x^-),$$

for $j = 0, 1, 2, \ldots$. The conditional mean profiles $\{\hat{y}_j^+\}_{j=0}^\infty$, $\{\hat{y}_j^0\}_{j=0}^\infty$, and $\{\hat{y}_j^-\}_{j=0}^\infty$, are forecasts of subsequent $y_{t+j}$ for each of these three initial $x$ values. The profile $\{\hat{y}_j^0\}_{j=0}^\infty$ is the baseline forecast.

A natural definition of the nonlinear impulse response is the net effect of the impulse $\delta y^+$ (or $\delta y^-$). The net effect is obtained by comparing the profile for $\delta y^+$ (or $\delta y^-$) to the baseline. Specifically the sequence, $\{\hat{y}_j^+ - \hat{y}_j^0\}_{j=0}^\infty$ represents the net response to the positive impulse while $\{\hat{y}_j^- - \hat{y}_j^0\}_{j=0}^\infty$ represents the net response to the negative impulse. The impulse responses depend upon the initial $x$, which reflects the nonlinearities of the system. A similar development of a nonlinear shocking strategy is undertaken independently in Potter (1991), who develops various theoretical concepts of nonlinearity and persistence of time series. Our approach below places more emphasis on the complications generated by defining "typical" shocks for multivariate data, on impulse responses for higher-order functions of the data (for example, volatility), and on methods of statistical inference.

Tracing out the impulse responses of a nonlinear system in the way just described is the exact analogue of VAR error-shock analysis, as was noted in the remarks regarding computations in Subsection 2.1.

For multivariate nonlinear impulse-response analysis, the same issues arise as in the linear case regarding the contemporaneous correlation structure among the variables. To be concrete, suppose $\delta y^+$ contains a perturbation of unity for the first variable, so one is tracing out the effects of a shock in the first variable. For the impulse responses to be realistic, the remaining elements of $\delta y^+$ should be adjusted to take account of contemporaneous covariance. One possible way to do this would be to enter for the remaining elements their predicted values given the movement in the first variable. These can be calculated either from
linear projections, as in Sims (1980), or from the conditional expectations implied by the fitted density of the data.

An alternative, which is used in Subsection 5.2 below, is to inspect a scatter plot of the data cloud \( \{y_j\} \) and visually determine shocks \( \delta y^+ \) and \( \delta y^- \) that appear typical relative to the historical dispersion of the data. This strategy is available for two or three dimensional data, but, of course, will not work directly for four or more dimensions. An interesting topic for future research is exploration of the feasibility of using cluster analysis to determine reasonable shocks from higher dimensional point clouds. Of particular interest might be the robust clustering strategies of Liu (1990).

### 2.3. Conditional Moment Profiles—Volatility

So far we have only considered tracing out the effects of shocks on the means of subsequent \( y \)'s. But there are macro and finance applications where one is interested not only in the effects of shocks on the means of subsequent \( y \)'s but also the effects on subsequent volatility. In financial applications, for instance, \( y \) is a price change, which is nearly unpredictable, but large price swings have strong implications for subsequent volatility (see Nelson (1991), Bollerslev and Engle (1993), and the references therein). In macro applications, one might be interested in the effects of monetary disturbances on subsequent output volatility.

In the familiar case of a model that has a notion of an innovation, such as a VAR,

\[
A(L)y_t = u_t,
\]

volatility is defined as the one-step variance of the innovation \( u_t \). This is the concept usually applied to ARCH and GARCH specifications of \( \{u_t\} \). The one-step variance of \( u_t \) is, of course, the same as the one-step variance of \( y_t \) which is computed as

\[
\text{Var}(y|\mathbf{x}) = \int [y - \mathcal{E}(y|\mathbf{x})][y - \mathcal{E}(y|\mathbf{x})]'f(y|\mathbf{x})\,dy,
\]

\[
\mathcal{E}(y|\mathbf{x}) = \int y f(y|\mathbf{x})\,dy.
\]

It is of interest to trace out the effects of a shock on subsequent volatility by extending the analysis above. To do so, note that the law of iterated expectations disguised the fact that it is actually the effect of a shock on the one-step mean \( \mathcal{E}(y|\mathbf{x}) \) of \( y \) that is traced out in Subsection 2.2. That is, \( \delta y_j(x) = \mathcal{E}[\mathcal{E}(y_{t+j}|x_{t+j-1})|x_t = x] \) and a conditional mean profile is actually a forecast of the one-step mean of \( y \) given contemporaneous \( x \). The extension to volatility is immediate.
Define
\[
\hat{\sigma}_t^j(x) = \mathcal{E}\left[ \text{Var} \left( y_{t+j} | x_{t+j-1} \right) | x_t = x \right]
\]
\[
= \int \cdots \int \text{Var} \left( y_j | y_{j-1-L}, \ldots, y_{j-1} \right) \times \left[ \prod_{i=0}^{j-1} f(y_{i+1} | y_{i-L+1}, \ldots, y_i) \right] dy_1 \cdots dy_j
\]
for \( j = 1, 2, \ldots \) where \( x = (y'_{-L+1}, \ldots, y'_0)' \). (If a dummy variable of integration coincides with an element of \( x \), that integration is omitted.) \( \hat{\sigma}_t^j(x) \) is the forecast of the one-step variance (or variance matrix) \( j \) steps ahead, conditional on \( x_t = x \).

The analysis proceeds as before. \( x^0 \) defines baseline initial conditions, \( x^+ \) corresponding to a positive impulse \( \delta y^+ \), and \( x^- \) a negative impulse \( \delta y^- \). The net effect of an impulse is assessed by plotting its profile relative to the baseline. Examples are presented in Subsections 5.1 and 5.2.

The conditional volatility profile, \( \{ \hat{\sigma}_t^j(x) \}_{j=1}^\infty \), is different from the path described by the \( j \)-step ahead mean square error of the process which is defined by
\[
\hat{\lambda}_j(x) = \text{Var} \left( y_{t+j} | x_t = x \right).
\]

The contrast is best seen by writing
\[
\hat{\sigma}_t^j(x) = \mathcal{E}\left[ \left( y_{t+j} - \mathcal{E}(y_{t+j} | x_{t+j-1}) \right) \left( y_{t+j} - \mathcal{E}(y_{t+j} | x_{t+j-1}) \right)' | x_t = x \right],
\]
\[
\hat{\lambda}_j(x) = \mathcal{E}\left[ \left( y_{t+j} - \mathcal{E}(y_{t+j} | x_t) \right) \left( y_{t+j} - \mathcal{E}(y_{t+j} | x_t) \right)' | x_t = x \right].
\]
Thus \( \hat{\sigma}_t^j(x) \) and \( \hat{\lambda}_j(x) \) are seen to differ only in the centering for a mean square error computation. The conditional volatility profile is centered at \( \mathcal{E}(y_{t+j} | x_{t+j-1}) \), while the \( j \)-step ahead mean square error is centered at \( \mathcal{E}(y_{t+j} | x_t) \).

Which concept is of primary interest depends upon the character of the application. The conditional volatility profile appears to be the one better suited for studying the structure of the second moment properties of the process separately from first moment properties. This intuition is based on examples from parametric models (see Section 3) and the identity
\[
\hat{\lambda}_j(x) = \hat{\sigma}_t^j(x) + \sum_{k=1}^{j-1} \mathcal{E} \left[ \left( \mathcal{E}(y_{t+j} | x_t+k) - \mathcal{E}(y_{t+j} | x_{t+k-1}) \right) \left( \mathcal{E}(y_{t+j} | x_t+k) - \mathcal{E}(y_{t+j} | x_{t+k-1}) \right)' | x_t = x \right].
\]
Thus, \( \hat{\lambda}_j(x) \) is a confounding of \( \hat{\sigma}_t^j(x) \) with the variability of the conditional expectation of \( y_{t+j} \) as information accumulates between times \( t \) and \( t + j - 1 \). This confounding comingles first and second moment characteristics of \( \{ y_t \} \), which complicates the task of understanding the second moment properties of the process.
On the other hand, for analyzing the properties of forecasts of $y_{t+j}$ given the history of the process up through time $t$, $\hat{\mathcal{A}}(x)$ would be the appropriate concept. This type of analysis, while important in some applications, is of secondary interest in this paper.

### 2.4. Conditional Moment Profiles—General Functions

The extension of the preceding analysis, which only considers the first two conditional moments of $y_t$, to general, possibly nonlinear, functions is straightforward.

Let $g(y_{-J}, y_{-J+1}, \ldots, y_0)$ denote a time-invariant function of a stretch of $y$'s of length $J + 1$. Put

$$
\hat{g}_j(x) = \mathcal{C}\left[ g(y_{t+j-1}, \ldots, y_{t+j}) \, | \, x_t = x \right]
$$

$$
= \int \cdots \int g(y_{j-J}, \ldots, y_j) \left[ \prod_{i=0}^{J-1} f(y_{i+1} \mid y_{i-L+1}, \ldots, y_i) \right] dy_1 \cdots dy_j
$$

for $j = 0, 1, \ldots$ where $x = (y_{-L+1}, \ldots, y_0)'$. (If a dummy variable of integration coincides with an element of $x$, that integration is omitted.)

The profiles $(\hat{g}_j(x^+))_{j=0}^{\infty}, (\hat{g}_j(x^0))_{j=0}^{\infty}, \text{ and } (\hat{g}_j(x^-))_{j=0}^{\infty}$ are the forecasts of $g$'s starting from the initial conditions $x^+, x^0$, and $x^-$, respectively. Profiles compared to baseline

$$
\{\hat{g}_j(x^+) - \hat{g}_j(x^0)\}_{j=0}^{\infty},
$$

$$
\{\hat{g}_j(x^-) - \hat{g}_j(x^0)\}_{j=0}^{\infty},
$$

are the dynamic impulse responses of $g(y_{t-J+j}, y_{t-J+j+1}, \ldots, y_{t+j})$ to shocks $\delta y^+$ and $\delta y^-$. This general setup subsumes a wide variety of cases. By suitably defining the function $g$, it covers the earlier cases where the impulse responses are defined for the one-step means and variances. Another potential application is turning point analysis. Under one notion of a downturn, the function

$$
g(y_{t-3}, y_{t-2}, y_{t-1}, y_t) = I(y_{t-2} > y_{t-3}, y_{t-1} < y_{t-2}, y_t < y_{t-1}),
$$

where $I(\cdot)$ is the zero-one indicator function, takes the value unity if a downturn occurs between $t - 3$ and $t$. Hence, a forecast of $g(y_{t-3+j}, y_{t-2+j}, y_{t-1+j}, y_{t+j}), j \geq 1$, is the conditional probability of a downturn between $t - 3 + j$ and $t + j$. Examination of the impact that shocks to $y_t$ have on these conditional probabilities can possibly provide insight in the character of business cycle fluctuations and, in particular, insight into the asymmetric character of business cycles.
2.5. Computations

In general, analytical evaluation of the integrals in the definition of a conditional moment profile is intractable. At the same time, though, evaluation is well suited to Monte Carlo integration. The steps involved in Monte Carlo integration are outlined for the general case. Specialization to conditional mean and volatility profiles is obvious.

Let \( \{y_{jr}\}_{r=1}^{R} \), \( r = 1, 2, \ldots, R \), denote \( R \) simulated realizations of the process starting from \( x_0 = x \). In other words, \( y_{1r} \) is a random drawing from \( f(y|\pi) \) with \( \pi = (y'_{-L+1}, \ldots, y'_{-1}, y'_0, y'_1) \); \( y'_{2r} \) is a random draw from \( f(y|x) \), with \( x = (y'_{-L+2}, \ldots, y'_0, y'_1') \), and so forth.

As above, \( g(y_{-J}, \ldots, y_0) \) denotes a time-invariant function of a stretch of \( \{y_i\} \) of length \( J + 1 \). Then

\[
\hat{g}_j(x) = \int \cdots \int g(y_{J-j}, \ldots, y_j) \left[ \prod_{i=0}^{j-1} f(y_{i+1}|y_{i-L+1}, \ldots, y_i) \right] dy_1 \cdots dy_j
\]

\[
\approx \frac{1}{R} \sum_{r=1}^{R} g(y'_{-J}, \ldots, y'_J)
\]

with the approximation error tending to zero almost surely as \( R \to \infty \), under mild regularity conditions on \( f \) and \( g \).

To illustrate, a nonparametric estimator of the one-step ahead conditional density of a nonlinear, stationary time series is the kernel estimate (Robinson (1983))

\[
\hat{f}(y|x) = \frac{\sum_{t=1}^{n} K_2(y-y_t, x-x_t)}{\sum_{t=1}^{n} K_1(x-x_t)}
\]

\[
= \frac{\sum_{t=1}^{n} K_1(x-x_t) K_2(y-y_t|x-x_t)}{\sum_{t=1}^{n} K_1(x-x_t)}
\]

where \( K_2(y, x) \) is a multivariate density function such as the normal, \( K_1(x) = \int K_2(y, x) dy \), and \( K_2(y|x) = K_2(y, x)/\int K_2(y, x) dy \). To sample \( y \) from this density for given \( x \), randomly select \( t, 1 \leq t \leq n \), with probability \( K_1(x-x_t)/\sum_{t=1}^{n} K_1(x-x_t) \) and then sample \( y \) from the density \( p(y) = K_2(y-y_t|x-x_t) \).

2.6. Sup-Norm Confidence Bands

The significance of a profile (or of a linear combination of profiles) may be assessed by comparing its sup-norm confidence band with a null profile. A null profile describes a null response to an impulse and would usually be a horizontal line through zero or some other unconditional moment. If the band includes the null profile, the effect of the impulse is judged insignificant.

Sup-norm bands can be constructed by bootstrapping, which is a method that uses simulation to take into account the sampling variation in the estimation of
\( \hat{f}(y|x) \); see Efron (1992). In this case, the method is implemented as follows: Additional data sets of the same length as the original data are generated from the fitted conditional density \( \hat{f}(y|x) \) using the initial conditions of the original data. A conditional density is estimated from each data set and a profile computed from it. A 95% sup-norm confidence band is an \( \varepsilon \)-band around the profile from \( \hat{f}(y|x) \) that is just wide enough to contain 95% of the simulated profiles.

To illustrate, consider setting a sup-norm band on a difference between conditional volatility profiles of the first element \( y_{1t} \) of \( y_t \),

\[
\mathcal{N}_j = \mathcal{C} \left[ \text{Var} \left( y_{1j} | x_{j-1} \right) | x^+ \right] - \mathcal{C} \left[ \text{Var} \left( y_{1j} | x_{j-1} \right) | x^- \right] \quad (j = 1, \ldots, J),
\]

as in Subsection 6.3. The computations proceed as follows. Let \( \{y_t^r\}_{t=L+1}^{n} \) denote the \( r \)-th simulated data set from the conditional density \( \hat{f}(y|x) \), \( r = 1, \ldots, R \), computed as described in Subsection 2.5. In these simulations, the initial conditions \( x = (y^1, \ldots, y^L, y') \) are held the same for each \( r \) whereas the seed of the random number generator is reset randomly for each \( r \). Let \( \hat{f}^r(y|x) \) denote a nonparametric estimate of \( f(y|x) \) fitted to \( \{y_t^r\} \). Compute

\[
M_r = \max_{1 \leq j \leq J} |\mathcal{N}_j - \mathcal{N}_j^r|
\]

for each \( r \) where \( \mathcal{N}_j^r \) is computed from \( \hat{f}^r(y|x) \) as described in Subsection 2.3. Lastly, letting \( M_{0.95} \) denote the 0.95 quantile of the \( \{M_r\}_{r=1}^{R} \), the sup-norm confidence band on \( \mathcal{N}_j^r: j = 1, \ldots, J \) is

\[
\mathcal{N}_j \pm M_{0.95} \quad (j = 1, 2, \ldots, J).
\]

To see this, note that for probabilities computed using \( \hat{f}(y|x) \)

\[
\text{Pr} \left[ (\mathcal{N}_1^r, \ldots, \mathcal{N}_J^r) \in (\mathcal{N}_1 \pm M_{0.95}, \ldots, \mathcal{N}_J \pm M_{0.95}) \right] = \text{Pr} \left[ \max_{1 \leq j \leq J} |\mathcal{N}_j^r - \mathcal{N}_j| \leq M_{0.95} \right] = \text{Pr} [ M_r \leq M_{0.95} ] = 0.95.
\]

A sample from \( \hat{f}(y|x) \) will usually appear more homogeneous than a sample from the true conditional density (Efron and LePage (1992)). This would tend to bias the bandwidth determined from the data upward for a kernel estimator and the truncation point of a series estimator downward. Thus, we recommend that the bandwidth or truncation point of \( \hat{f}^r(y|x) \) be that of \( \hat{f}(y|x) \).

At this level of generality, the bootstrap as described above, or one of its variants (Efron and LePage (1992)), is perhaps all that is available. However, when the estimator of the conditional density is based on a parametric model or a series expansion, there are some alternative approaches based on the usual finite dimensional asymptotics.

Consider the case of a series expansion. An estimator of the one-step ahead conditional density based on a series expansion has the representation \( p_K(y|x, \hat{\theta}) \)
where $\theta$ is a finite dimensional vector whose elements are the coefficients of the series expansion. The values $\hat{\theta}$ of these coefficients are determined by some statistical procedure such as maximum likelihood or method of moments. The length $p_0$ of $\theta$ depends on the point $K$ at which the underlying series expansion is truncated. If $K$ is regarded as fixed and $p_K(y|x, \theta^0)$ is regarded as the true data generating model for some $\theta^0$, then standard finite dimensional asymptotic results apply (Gallant (1987, Chapter 7)) and

$$\sqrt{n} (\hat{\theta} - \theta^0) \xrightarrow{d} N[0, V(\theta^0)]$$

where $V(\theta)$ is of the form

$$V(\theta) = [\mathcal{S}(\theta)]^{-1} [\mathcal{S}(\theta)] [\mathcal{S}(\theta)]^{-1}$$

with $\mathcal{S}(\theta)$ and $\mathcal{T}(\theta)$ determined by the statistical estimation procedure used to compute $\hat{\theta}$.

A conditional moment profile for fixed $x$ is a sequence of functionals of the one-step ahead conditional density $p_K(y|x, \theta)$. As a consequence of the parametric representation of the one-step ahead conditional density, this sequence of functionals can be represented as a sequence of parametric functions: $\{g_j(x, \theta): j = 1, \ldots, J\}$. Let

$$g(\theta) = [g_1(x, \theta), \ldots, g_J(x, \theta)]'.$$

An asymptotic 95% sup-norm confidence band for $g(\theta^0)$ is $g_j(x, \hat{\theta}) \pm \varepsilon$ where $\varepsilon$ is determined such that

$$\int_{\{u \in \mathbb{R}^p: g_j(x, \hat{\theta}) - \varepsilon < g_j(u) < g_j(x, \hat{\theta}) + \varepsilon, i = 1, \ldots, J\}} N\left[ du | \hat{\theta}, V(\hat{\theta}) / n \right] = 0.95.$$ 

This integral is easiest to compute by drawing a random sample $\{\theta^r\}_{r=1}^R$ from $N[\theta(\hat{\theta}), (V(\theta) / n)]$, using $p_K(y|x, \theta^r)$ to compute $g(\theta^r)$ for each $r$ by Monte-Carlo integration as described in Subsection 2.5, and putting an $\varepsilon$-band around $g(\theta^r)$ just wide enough to include 95% of the $g(\theta^r)$, $r = 1, \ldots, R$.

Alternatively, if the form of $g(\theta)$ were not too complicated, one could find the distribution of $g(u)$ from $N[\theta(\hat{\theta}), (V(\theta) / n)]$ with a change of variables or use a Taylor expansion to get an approximation and compute $\varepsilon$ analytically. With an analytical expression, one could also use the Bonferroni inequality to set simultaneously valid, equal width confidence intervals on the $g_j(x, \theta)$ to get a sup-norm band although the use of such a conservative method would probably give unnecessarily wide bands. It is important to notice, however, that either analytical or Monte Carlo computations based on $N[\theta(\hat{\theta}), (V(\theta) / n)]$ require inversion of the large and imprecisely determined matrix $\mathcal{T}(\hat{\theta})$.

Were it possible to get the exact, small sample distribution $F_{\hat{\theta}}(u|\theta^0)$ of $\hat{\theta}$, one could sample from $F_{\theta}(u|\theta^0)$ instead of $N[\theta(\hat{\theta}), (V(\theta) / n)]$ and avoid the inversion. Since $\theta^0$ is not known, the obvious approach is to sample from $F_{\theta}(u|\hat{\theta})$ instead of $F_{\theta}(u|\theta^0)$. This is the bootstrap as described at the beginning of this subsection. Its use would be justified if $F_{\hat{\theta}}(u|\hat{\theta})$ could be shown to be asymptotically
since this would imply \( F_\theta(u_{\theta_0}) \) is asymptotically \( N[u_0, V(0)/n] \). Unfortunately, the asymptotic theory that implies \( F_\theta(u_{\theta_0}) \) is asymptotically \( N[u_0, V(0)/n] \) is not adequate to imply that \( F_\theta(u_{\theta_1}) \) is asymptotically \( N[u_1, V(0)/n] \).

One needs a central limit theorem of the sort that states \( F_\theta(u_{\theta_0}) \) is asymptotically \( N[u_0, V(0)/n] \) for any sequence \( \theta_n \) that converges to \( \theta_0 \); that is, one needs a continuously convergent central limit theorem. These are available for nonlinear models with regression structure (Gallant (1987, Chapter 3)) but are not available for nonlinear dynamic models (Gallant (1987, Chapter 7)). This point is discussed in Efron (1992), Bickel (1992), and their references.

Nonetheless, in view of the statistical and numerical instability in the computation of \( V(\hat{\theta}) \) when \( p_\theta \) is large, we elect not to use methods based on \( N[u_0, V(0)/n] \) despite the lack of results supporting use of \( F_\theta(u_{\theta_0}) \). See Efron and LePage (1992) for a more complete discussion of this point and further argument supporting this strategy.

When \( K \) grows with the sample size, either adaptively or deterministically, and \( \theta_0 \) is regarded as the truncation of an infinite dimensional parameter, sup-norm bands constructed from \( N[u_0, V(0)/n] \) are asymptotically valid and have a nonparametric interpretation in the situations considered by Andrews (1991), Eastwood (1991), and Gallant and Souza (1991). However, the processes and estimators they studied are simpler than those discussed here and their results have not been extended to our more complicated setting.

We use sup-norm bands, that is, equal width, simultaneously valid confidence bands, because they are easy to interpret and to display graphically. One could set an elliptical band on \( \{g_\theta(x)\}_{j=1}^J \) or bands whose width is proportional to \( \text{Var}[g_j(x)] \). Proportional bands could be made simultaneously valid or they could be constructed to be valid only for each \( j \) considered separately as advocated by Runkle (1987) for use with linear VAR impulse-response analysis. The bootstrap strategy outlined above is easily adapted to any shape and can be made either simultaneously valid or separately valid as desired.

### 2.7. Profile Bundles

Bollerslev and Engle (1993) develop interesting theoretical notions of cointegration and persistence in variance. Following Bollerslev and Engle (1993), we will say that \( \{y_t\} \) is not integrated in mean if

\[
\lim_{j \to \infty} \mathbb{E}[\mathbb{E}(y_{t+j}|\mathcal{F}_{t+j-1})|\mathcal{F}_t] = \text{const} \quad \text{for all } t
\]

with probability one, where \( \mathcal{F}_t \) is the sigma-field generated by \( \{y_{t-j}\}_{j=0}^\infty \). The process is integrated in mean if the condition fails. Similarly, the process is not integrated in variance if

\[
\lim_{j \to \infty} \mathbb{E}[\text{Var}(y_{t+j}|\mathcal{F}_{t+j-1})|\mathcal{F}_t] = \text{const} \quad \text{for all } t
\]

with probability one. The process is integrated in variance if the condition fails.
The idea is that the process is integrated in either mean or variance if the corresponding long-term forecasts of the one-step mean or variance remain sensitive to the initial condition in the limit as \( j \to \infty \).

For example, consider \( y_{t+1} = \rho y_t + u_{t+1} \) where \( y_t \) is real valued and \( u_t \) is iid \((0, \sigma^2)\). \( \mathbb{E} \mathcal{F}_t[y_{t+j} | \mathcal{F}_{t+j-1}] = \rho^j y_t \). For \( 0 < \rho < 1 \) a plot against \( t+j \) will damp toward zero; for \( \rho = 1 \) a plot will remain at \( y_t \) indefinitely.

These notions suggest a strategy for checking for integration in mean or variance. Namely, look for excessive sensitivity to initial conditions in both the conditional mean profile \( \{ \hat{y}_j(x) \}_{j=0}^{\infty} \) and the conditional volatility profile \( \{ \hat{\sigma}_j(x) \}_{j=1}^\infty \). Given that the notion of a unit root is intrinsically a linear concept, this seems to be the only practical strategy for investigating issues of integration in a model fitted to a general nonlinear process. In general, extreme sensitivity to initial conditions does not imply that the time series is nonstationary. For example, Nelson (1991) shows that I-GARCH models, which are integrated in variance, are strictly stationary but lack unconditional second moments.

A reasonable empirical strategy for checking the sequences \( \{ \hat{y}_j(x) \}_{j=0}^\infty \) and \( \{ \hat{\sigma}_j(x) \}_{j=1}^\infty \) for excessive sensitivity to initial conditions is to over-plot profiles for sequences over a wide range of \( x \) values and see whether the thickness of this bundle of overplotted profiles tends to collapse to zero or retain its width indefinitely. In a sample large enough to permit nonparametric estimation of \( f(y|x) \), the \( \{ x_t \} \) sequence \( x_t = (y_{t-L+1}, \ldots, y_t)' \) obtained directly from the data should provide an adequate range of values.

While these methods might be adapted to the determination of the average slope or Lyapunov exponent of a process for the purpose of checking for near epoch dependence or chaotic dynamics, there are other, more specialized, methods that are better suited to this task; see Nychka, Ellner, Gallant, and McCaffrey (1992) and their references.

3. EXAMPLES BASED ON PARAMETRIC MODELS

This section uses familiar ARCH and GARCH models to examine the properties of the concepts introduced in Section 2 and discusses implications for nonlinear impulse-response analysis.

3.1. \( AR(1) \) with \( ARCH(1) \) Errors

Following Engle (1982), suppose

\[
y_{t+1} = \lambda y_t + u_{t+1}
\]

where \( \{ u_{t+1} \} \) are \( N(0, \sigma^2_{t+1}) \) variables such that

\[
\sigma^2_{t+1} = a + \alpha u_t^2
\]

and where \( -1 < \lambda \leq 1, a > 0, \) and \( 0 < \alpha \leq 1 \). The mapping to the notation of Section 2 is: \( x_t = (y_{t-1}, y_t)' \); \( x = (y_{-1}, y_0)' \); and the perturbed and baseline
initial conditions are \( x^+ = (y_-, y_0 + \delta y^+) \), \( x^- = (y_-, y_0 + \delta y^-) \), and \( x^0 = (y_-, y_0) \), respectively, with \( \delta y^- = -\delta y^+ \).

For this model, a reasonable notion of the typical dynamic response of the one-step mean to a unit shock \( \delta y^+ = 1 \) is the sequence \( \{\lambda^j\}_j \). Similarly, a reasonable notion of the typical dynamic response of volatility to a unit shock is the sequence \( \{\alpha^j\}_j \). As we shall see, for the AR(1) model with ARCH(1) errors, the impulse-response sequence for a unit shock is \( \{\lambda^j\}_j \) regardless of initial conditions. If the baseline initial condition is appropriately chosen, then the volatility impulse-response sequence to a unit shock is \( \{\alpha^j\}_j \) as well.

The AR(1) part of the model determines the conditional mean profile which is \( \hat{\mu}_j(x) = \lambda^j y_0 \). The corresponding impulse-response sequences are \( \hat{\mu}_j^+ - \hat{\mu}_j^0 = \lambda^j \delta y^+ \), and \( \hat{\mu}_j^- - \hat{\mu}_j^0 = \lambda^j \delta y^- \). The response is symmetric; that is, \( \hat{\mu}_j^+ - \hat{\mu}_j^0 = -(\hat{\mu}_j^- - \hat{\mu}_j^0) \).

Both the AR(1) part and the ARCH(1) part determine the conditional volatility profile which is
\[
\hat{\sigma}_j(x) = \begin{cases} 
1 - \alpha^j & 0 < \alpha < 1, \\
\alpha^j (y_0 - \lambda y_{-1})^2 & \alpha = 1.
\end{cases}
\]
The corresponding impulse-response sequences are
\[
\hat{\sigma}_j^+ - \hat{\sigma}_j^0 = \alpha^j (y_0 + \delta y^+ - \lambda y_{-1})^2 - \alpha^j (y_0 - \lambda y_{-1})^2,
\]
\[
\hat{\sigma}_j^- - \hat{\sigma}_j^0 = \alpha^j (y_0 + \delta y^- - \lambda y_{-1})^2 - \alpha^j (y_0 - \lambda y_{-1})^2.
\]

The volatility impulse-response sequences depend upon the initial \( x^0 = (y_-, y_0) \), and are not symmetric, which reflects the nonlinear character of the process. However, if the initial condition is the unconditional mean \( x^0 = [\mathcal{E}(y), \mathcal{E}(y)] = (0, 0) \), and \( \delta y^+ = -\delta y^- = 1 \), then \( \hat{\mu}_j^+ - \hat{\mu}_j^0 = \hat{\mu}_j^- - \hat{\mu}_j^0 = \alpha^j \), the anticipated pattern for the typical response of volatility to shocks in the ARCH(1) model.

Basic calculations show that if baseline \( x^0 \) were drawn randomly from the unconditional distribution of \( x_t \), then \( \mathcal{E}_x(\hat{\sigma}_j^+ - \hat{\sigma}_j^0) = \alpha^j \), where the expectation is with respect to the unconditional distribution of \( x_t \), \( f(x_t) \). To put this another way, if the sequence \( \{\hat{\sigma}_j^+ - \hat{\sigma}_j^0\}_{j=1}^\infty \) were computed for a large number of \( x^0 \) drawn randomly from \( f(x_t) \), then their average would also plot, approximately, as \( \{\alpha^j\}_{j=1}^\infty \). In this sense, the average of the volatility impulse responses equals what one anticipates for the typical response of volatility to shocks in the ARCH(1) model.

Interestingly, then, for the ARCH(1) model, it makes no difference whether one first sets \( x^0 = \mathcal{E}(x) \) and computes the impulse-response sequence \( \{\hat{\sigma}_j^+ - \hat{\sigma}_j^0\}_{j=1}^\infty \), or whether one draws \( x^0 \) randomly from \( f(x_t) \) and then averages the impulse-response sequences. Either way delivers \( \{\alpha^j\}_{j=1}^\infty \) as the response to a unit shock. This equivalence is due to the linear-quadratic structure of the ARCH(1) model. It extends directly to general ARCH and GARCH models,
but not to other models of conditional heteroskedasticity with different functional forms, for example the E-GARCH model of Nelson (1991).

The characteristics of the profile bundles used to check for integration in mean or variance are determined as follows:

\[
\lim_{j \to \infty} \left\{ \hat{y}_j(x_{t_1}) - \hat{y}_j(x_{t_2}) \right\} = (y_{t_1} - y_{t_2}) \lim \lambda^j,
\]

\[
\lim_{j \to \infty} \left\{ \hat{\sigma}_j(x_{t_1}) - \hat{\sigma}_j(x_{t_2}) \right\} = \left[ (y_{t_1} - \lambda y_{t_1-1})^2 - (y_{t_2} - \lambda y_{t_2-1})^2 \right] \lim \alpha^j.
\]

The profile bundles for the mean will thus reveal long-term dependence on the initial condition when \( \lambda = 1 \) and will not otherwise. Likewise, the profile bundles for the volatility will show long-term dependence if \( \alpha = 1 \), which is integration in variance, and will not otherwise.

By putting \( \alpha = 0 \) in the variance equation \( \sigma_{t+1}^2 = a + \alpha u_t^2 \) so that \( \sigma_{t+1}^2 = \sigma^2 = \text{const} \), the contrast between a conditional volatility profile and a \( j \)-step ahead conditional mean square error path becomes readily apparent. With this restriction, the conditional volatility profile becomes \( \hat{\sigma}_j(x) = \sigma^2 \), for all \( j \), and the corresponding impulse-response sequences are such that \( \hat{\sigma}_j^+ - \hat{\sigma}_j^0 = \hat{\sigma}_j^- - \hat{\sigma}_j^0 = 0 \), for all \( j \). The conditional volatility profile and impulse-response sequences do not depend upon \( j \) and will plot as horizontal lines. By way of contrast, the \( j \)-step ahead conditional mean square error path is \( \hat{\mathcal{M}}_j = \mathcal{M}(y_{t+j} - \mathcal{M}(y_{t+j}|x_j))^2|x_j) = \sigma^2(1 - \lambda^2^j)/(1 - \lambda^2) \) if \( \lambda^2 < 1 \), and \( \hat{\mathcal{M}}_j = \sigma^2 j \) if \( \lambda^2 = 1 \). The dependence of \( \hat{\mathcal{M}}_j \) on \( \lambda \) reflects the confounding of mean and variance parameters characteristic of the \( j \)-step ahead mean square error path.

### 3.2. AR(1) with GARCH(1, 1) Errors

Consider the generalization to a GARCH specification of Bollerslev (1986):

\[
y_{t+1} = \lambda y_t + u_{t+1}
\]

where \( \{u_{t+1}\} \) are \( N(0, \sigma^2_{t+1}) \) variables such that

\[
\sigma^2_{t+1} = a + \beta \sigma^2_t + \alpha u_t^2
\]

with \(-1 < \lambda \leq 1, a > 0, \alpha > 0, \beta > 0, \) and \( \alpha + \beta \leq 1 \). When \( \alpha + \beta = 1 \), then this is the I-GARCH specification with the associated complications discussed by Nelson (1990).

For this setup, the conditional volatility profile takes the form

\[
\hat{\sigma}_j(x) = a \sum_{k=0}^{j-1} (\alpha + \beta)^k + (\beta + \alpha)^{j-1} \alpha (y_0 - \lambda y_{-1})^2 + (\beta + \alpha)^{j-1} \beta \sum_{k=0}^{\infty} \beta^k (y_{-1-k} - \lambda y_{-2-k})^2.
\]

Here \( x = (\cdots, y_{-2}, y_{-1}, y_0) \), with the dependence extending into the indefinite past due to the non-Markovian character of the GARCH model.
Impulse-response sequences for the volatility in this case are

\[ \hat{\nu}_j^+ - \hat{\nu}_j^0 = (\alpha + \beta)^{j-1} \alpha (y_0 + \delta y^+ - \lambda y_{-1})^2 \]

\[ - (\alpha + \beta)^{j-1} \alpha (y_0 - \lambda y_{-1})^2, \]

\[ \hat{\nu}_j^- - \hat{\nu}_j^0 = (\alpha + \beta)^{j-1} \alpha (y_0 + \delta y^- - \lambda y_{-1})^2 \]

\[ - (\alpha + \beta)^{j-1} \alpha (y_0 - \lambda y_{-1})^2. \]

If \( \alpha + \beta < 1 \), then the volatility response sequences decay like \( (\alpha + \beta)^{j-1} \) as \( j \to \infty \). If \( \alpha + \beta = 1 \), the I-GARCH case, then the impulse-response sequences are straight lines, reflecting the strong dependence on initial conditions.

4. REPRESENTATIVE IMPULSE-RESPONSE SEQUENCES

As seen from the preceding sections, the impulse-response sequences of a nonlinear model depend upon the conditioning argument \( x^0 \) used as the initial condition. It is clearly impractical to report the impulse-response sequences for many different \( x^0 \), and it is desirable to report the “representative” or average impulse-response sequences. There are two basic strategies for accomplishing this averaging. One is to use \( \sigma(x) \) for \( x^0 \) and start the impulse responses from that point. The other is to draw \( x^0 \) from the marginal density of \( x_t \), compute the impulse-response sequence for each \( x^0 \), and then average the sequences over the drawings. Both strategies are implemented and compared in Section 5. For an ARCH model these two strategies are equivalent, as noted in Subsection 3.1. In general, though, the strategies could possibly give different pictures of the typical impulse-response sequence. The strategies differ in the orders in which the operations of function evaluation and integration take place. Neither strategy dominates the other, and there are advantages and disadvantages to each.

An advantage of the first strategy, which simply sets \( x^0 = \sigma(x) \), is that it ensures that the conditioning vector lies near the center of the data where the conditional density is most precisely estimated. However, the fact that all elements of the conditioning are set to the same value means that the initial condition is rather unrealistic for studying volatility; a vector with all elements constant represents an abnormally calm period in terms of market volatility. We discuss this issue more in Section 5 below. The second strategy averages over all possible initial conditions and thereby circumvents this difficulty. But it is more computationally intensive, and, in particular, sup-norm confidence bands are beyond the reach of current equipment because the computational demands of averaging over many possible \( x \) vectors are great. In addition, the second computation could be less robust because it will be influenced by extreme \( x \)’s.

5. IMPULSE-RESPONSE ANALYSIS OF STOCK PRICES AND VOLUME

There are two important strands to the empirical literature on short-term price and volume movements. The first strand, the ARCH literature, focuses
almost exclusively on the dynamics of the price process alone and investigates time-varying volatility. (See Bollerslev, Chou, and Kroner (1992) for a review of ARCH in finance.) In particular, French, Schwert, and Stambaugh (1987), Schwert (1989, 1990), and Nelson (1991) examine asymmetries in the conditional variance function. This work, which uses only the price series and focuses on one-step ahead prediction, reports evidence that large negative price movements are followed by larger increases in volatility than large positive movements. This asymmetric response of volatility to crashes and booms is termed the “leverage effect” after early work by Black (1976) and Christie (1982), who ascribe the effect to changes in the riskiness of firm equity induced by changes in the debt/equity ratio. In our work, we use the term “leverage” simply to describe asymmetry in the conditional variance function as is now common in the volatility literature (see, for example, Nelson (1991)).

The second strand documents a strong contemporaneous correlation between the trading volume and price volatility movements. The finding that large movements in price typically take place on days with high volume is extremely robust across a wide variety of markets and time periods. (See Karpoff (1987), Lamoureux and Lastrapes (1992), and Tauchen and Pitts (1983).) Following Kyle (1985), a theoretical literature with nontrivial implications for the price-volume relationship has emerged. These models generate trade through the mediation of new information in a framework characterized by imperfect competition coupled with asymmetric information. In Blume, Easley, and O’Hara (1991), the trading activities of informed traders convey information to uninformed traders through observed trading volume. This induces a contemporaneous relationship between price change and volume very similar in appearance to the results in the empirical literature. Trade has also been generated in noisy rational expectations models (De Long, Shleifer, Summers, and Waldmann (1990)). Lang, Litzenberger, and Madrigal (1992) examine cross-sectional relationships between volume and price movement in an effort to discriminate among variants of these models. While the recent theoretical literature is capable of generating trade and gives implications for contemporaneous price-volume relationships, virtually nothing is understood theoretically about the dynamics of price and volume movements.

In this section, we apply the methods suggested in Section 2 to generate empirical evidence on the multi-step ahead price and volume dynamics. Our focus is on three issues: (1) the persistence of the response of volatility to price shocks, (2) the extent to which the asymmetric conditional variance function is a transient or persistent phenomenon, and (3) the extent to which the contemporaneous price-volume relationship extends to the multi-step ahead case. The analysis utilizes the nonparametric estimate of the conditional density \( f(y|x) \) for stock price changes and volume obtained by Gallant, Rossi, and Tauchen (1992) with the SNP method.

The data set consists of \( n = 16,127 \) observations, 1928–1987, on the daily logarithmic price change, \( \Delta p_t = 100[\log(p_t) - \log(p_{t-1})] \), where \( p_t \) is the Standard and Poor’s Composite Price Index, and on the logarithm of the daily
trading volume on the NYSE, \( v_t \). Both the \( \Delta p_t \) and \( v_t \) series are adjusted to remove systematic calendar and trend effects, including a quadratic trend for volume, and are taken as jointly stationary. For reporting results, the \( \Delta p_t \) series is in units of percentage changes, that is, \( \Delta p = 1.0 \) is a one-percent movement in the index. The \( v_t \) series is in units of standard deviations relative to the mean, so \( v_t = 1.0 \) means one standard deviation above the quadratic trend. The volume series is exceptionally volatile. One standard deviation represents 42.7 percent above the trend, which would be on the order of 65 to 85 million shares above recent normal levels of 150 to 200 million shares per day. (The volume exceeded 600 million shares on the day of the '87 crash.)

To verify stationarity of the volume series, we fitted augmented Dickey-Fuller models by regressing adjusted log volume on one lag of itself and its lagged first differences. With lags of one, five, and twenty first differences, the coefficient on the lagged level is 0.86 (0.0044), 0.92 (0.0046), 0.95 (0.0050), where conventional OLS standard errors are in parentheses. These standard errors do not reflect the adjustments to remove trend and calendar effects from both the level and variance of the volume series. However, in view of the large sample size and the distance of the point estimates from unity, it seems reasonable to treat adjusted volume as stationary.

The SNP method, summarized in Gallant and Tauchen (1992a), uses a Hermite polynomial expansion to directly approximate the conditional density. The leading term of the expansion is an ARCH. The higher-order terms in the expansion have coefficients which are functions of the conditioning data. In this manner, the polynomial expansion allows for shape deviations from normality and conditional heterogeneity of unknown form. Gallant and Tauchen (1992a) derive an efficient rejection method for sampling the fitted conditional density.

The SNP technique is applied to the univariate series price change series alone, \( y_t = \Delta p_t \), and to the bivariate series, \( y_t = (\Delta p_t, v_t)' \). The estimation produces two fitted conditional densities, \( \hat{f}(y_{t+1}|x_t) \), one for the univariate series and the other for the bivariate series. In either case, specification tests and other analysis indicate that a lag length of \( L = 16 \) is required to fit the data. Hence, \( x_t \) is of length 16 in the univariate fit and of length 32 in the bivariate fit.

### 5.1. Univariate Stock Price Dynamics

Figure 1 shows the dynamic impulse responses of future \( \Delta p \) to shocks in contemporaneous stock price; Figure 2 shows the corresponding impulse responses for volatility. Specifically, Figure 1 shows the three profiles, \( \{\hat{\gamma}_j^+, \hat{\gamma}_j^0, \hat{\gamma}_j^-\}_{j=0}^{20} \), obtained by evaluating the sequence

\[
\hat{\gamma}_j(x) = \mathcal{E}\left[ \mathcal{E}(y_{t+j}|x_{t+j-1})|x_t = x \right] \quad (j = 0, 1, \ldots, 20)
\]

at initial conditions \( x = x^+, x^0, x^- \), where the expectations are computed from the SNP univariate estimate \( \hat{f}_t(y|x) \). \( \mathcal{E}(y_{t+j}|x_{t+j-1}) \) is evaluated analytically,
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Figure 1.—Impulse response of \( \Delta p \) to \( \Delta p \) shock, univariate fit. Plotted is \( \hat{y}_j(x) = \mathbb{E}[\mathbb{E}(y_{t+j}|x_{t+j-1})|x_t = x] \) against \( j \) for \( j = 0, 1, \ldots, 20 \). The heavy solid line is the baseline where \( x \) is put equal to \( x^0 = (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})' \). The solid line corresponds to a negative \( \Delta p \) shock where \( x \) is put equal to \( x^- = (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})' + (0, 0, \ldots, -5.0)' \). The dashed line corresponds to a positive \( \Delta p \) shock where \( x \) is put equal to \( x^+ = (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})' + (0, 0, \ldots, 5.0)' \). \( \Delta p \) and \( \hat{y}_j \) are measured in percent; \( j \) is measured in days.

\( \mathbb{E}[-|x_t = x] \) is evaluated by Monte Carlo integration. The initial conditions are

\[
\begin{align*}
  x^+ &= (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})' + (0, 0, \ldots, 5.0)', \\
  x^0 &= (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})', \\
  x^- &= (\mu_{\Delta p}, \mu_{\Delta p}, \ldots, \mu_{\Delta p})' + (0, 0, \ldots, -5.0)',
\end{align*}
\]

where \( \mu_{\Delta p} = 0.0163 \) is the sample mean of the price changes, which is essentially zero on the scale of the figures. The initial condition \( x^0 \) is thus the baseline where \( \Delta p_{t-j} \) is pegged to the mean for \( j < 0 \). The initial condition \( x^+ \) corresponds to a five percent rise in the index from \( t-1 \) to \( t \), starting from \( \Delta p_{t-j} \) set to the mean for \( j < 0 \). Similarly, \( x^- \) corresponds to a price decrease of five percent starting from the mean.

The two interesting features of Figure 1 are the extent to which the impulse responses are symmetric about the baseline and heavily damped. These features suggest that the conditional mean of the \( \{\Delta p_t\} \) series exhibits essentially no interesting higher order structure or serial dependence beyond lag one. At lag one, there is very mild linear dependence (autocorrelation less than 0.10) consistent with the asynchronous trading effect commonly displayed by market price indexes (Lo and Mackinlay (1988)).

Figure 2 shows impulse responses of price volatility to these same three shocks. The figure shows the three profiles, \( \{\hat{\nu}_j^+, \hat{\nu}_j^0, \hat{\nu}_j^-\}_{j=1}^{20} \), for volatility. These profiles are obtained by evaluating the sequence

\[
\nu_j(x) = \mathbb{E}[\text{Var}(y_{t+j}|x_{t+j-1})|x_t = x] \quad (j = 1, 2, \ldots, 20)
\]
at each of the three initial $x$ values, $x^+$, $x^0$, and $x^-$, defined above. $\text{Var}(y_{t+j}|x_{t+j-1})$ is evaluated analytically, $\mathbb{E}[\cdot|x_t=x]$ is evaluated by Monte Carlo integration. The impulse responses shown in Figure 2 indicate a leverage effect in which the price decrease has a larger effect on subsequent volatility than does the price increase. The wedge between the effects of positive and negative price shocks remains until about 15 days after the initial shocks. The responses also indicate that the effects of the price shocks on volatility are exceedingly slowly damped relative to the baseline, which is very close to I-GARCH behavior described by Bollerslev and Engle (1993). Note that the baseline shows a mild upward drift. The reason is that for data displaying ARCH-like behavior, volatility will be atypically low at an initial condition $\Delta p_t = \mu_{\Delta p}$, $j \geq 1$. This situation is more quiescent than usual, so volatility will drift upwards from that point. Alternative methods, which average over the marginal distribution of $x_t$, can potentially avoid this drift as illustrated in Subsection 6.1 below.

5.2. Bivariate Price-Volume Dynamics

The next set of impulse-response simulations pertain to the effects that price and volume shocks have on subsequent volatility and volume. These results are obtained from the SNP fit to the bivariate series $y_t = (\Delta p_t, v_t)'$, where as before $\Delta p_t$ is the adjusted log daily price change and $v_t$ is the adjusted log daily volume. Recall that all results are reported with $v_t$ expressed in units of unconditional standard deviations.
A complicating factor for the bivariate error shocks is the contemporaneous volume-volatility relationship. As is well known (Karpoff (1987); Tauchen and Pitts (1983)), days with large price movements in either direction are accompanied by higher trading volume. This association is analogous in some respects to the contemporaneous correlation that complicates linear VAR error shock analysis, as it should be accounted for in defining realistic shocks to the bivariate system. It differs from the usual correlation, though, in that it relates the variance of one of the variables, $\Delta p_t$, to the level of the other variable, $v_t$. There is essentially no relationship between $\Delta p_t$ and $v_t$.

Figure 3 is a scatter plot of the data, $(\Delta p_t, v_t)$, which reveals clearly the contemporaneous volume-volatility relationship. The triangular shape of the point cloud shows that days with small price volatility tend to be days with lower than average volume, while days with large price volatility are high volume days.

The scatter plot is useful for defining shocks to prices and volume that are consistent with the historical range of the data. In particular, the scatter plot suggests the following design, with three types of error shocks labeled $A$, $B$, and $C$, is typical of the variation of the data:

$$
\delta y_A^+ = (5.0, 2.0)'
$$
$$
\delta y_A^- = (-5.0, 2.0)'
$$
$$
\delta y_B^+ = (5.0, 0.0)'
$$
$$
\delta y_B^- = (-5.0, 0.0)'
$$
$$
\delta y_C^+ = (0.0, 2.0)'
$$
$$
\delta y_C^- = (0.0, -2.0)'.
$$
The $A$ shocks are combined price-volume shocks where the price movements are $\pm 5.0$ percent and volume is $2$ standard deviations above its unconditional mean. The $B$ shocks are pure price shocks of $\pm 5.0$ percent with volume pinned at its mean. Finally, the $C$ shocks are pure volume shocks of $\pm 2.0$ standard deviations with no price movements. Figure 4 is a diagram of the three types of shocks. Comparing Figure 4 to Figure 3 indicates that each of the three classes of shocks do occur in the data set. The comparison also indicates that the layout of the design comes reasonably close to tracing out the extreme edges of the point cloud in Figure 3.

The recent theoretical literature on price-volume relationships can be used to interpret the design of the shock experiments. In the Blume-Easley-O'Hara framework, information is diffused and incorporated into prices via the trading of informed investors. The uninformed traders infer that a new packet of information has arrived in the system partially through the volume of trade. Thus, as information arrives the trading process diffuses the information, resulting in a price movement on higher than normal volume. Our $A$ shock is designed to capture this situation. In some situations, a relevant piece of information may arrive as common knowledge. In this case (represented by a $B$ shock), we expect to see an early consensus and a price movement on average contemporaneous volume. The positive $C$ shock represents the situation where no consensus has been reached and trade occurs due to disparate beliefs. The negative $C$ shock is included for symmetry.

The analysis reported here concentrates exclusively on the effects of shocks on the one-step variance of $\Delta p_t$ (volatility) and the one-step mean of $v_t$. The effects of price and volume shocks on forecasts of $\Delta p_{t+j}$, $j \geq 1$, are either very heavily damped, as in Figure 1 above, or negligible, and thus are not reported.
Price and volume shocks do affect the one-step covariance of $\Delta p_{t+j}$ with $v_{t+j}$ and the one-step variance of $v_{t+j}$. But since these effects are less interesting from an economic perspective than the direct effects of shocks on price volatility and volume, they are not reported. Figures 5, 6, and 7 show the impulse responses of price volatility and volume to $A$, $B$, and $C$ shocks, respectively. The volatility responses, shown in the top panels, are computed as

$$\hat{\nu}_{\Delta p, j}(x) = \mathbb{E}\left[ \text{Var} \left( \Delta p_{t+j} | x_{t+j-1} \right) | x_t = x \right]$$

evaluated at $x = x^+$, $x^0$, and $x^-$. The volume responses, shown in the bottom panels, are computed as

$$\hat{\nu}_{\Delta v, j}(x) = \mathbb{E}\left[ \text{Var} \left( v_{t+j} | x_{t+j-1} \right) | x_t = x \right]$$

evaluated at $x = x^+$, $x^0$, and $x^-$. The heavy solid line is the baseline where $x$ is put equal to $x_A = (1, Y, i'Y, \ldots, i'y, Y, \ldots, Y)$, the solid line corresponds to a negative $A$ shock where $x$ is put equal to $x_A = (1, Y, \ldots, i'y, Y, \ldots, Y) + (0, 0, \ldots, \delta y^2, Y)$, and the dashed line corresponds to a positive $A$ shock where $x$ is put equal to $x_A = (1, Y, \ldots, i'y, Y, \ldots, Y) + (0, 0, \ldots, \delta y^2, Y)$. $v$ and $\delta j$ are measured in units of unconditional standard deviation, $\Delta p$ is measured in percent, $\hat{\nu}_{\Delta p, j}$ is measured in percent squared, and $j$ is measured in days.
Figure 6.—Impulse responses of volatility and volume to pure $\Delta p$ shock (type B), bivariate fit. Plotted in the top panel is $\hat{\nu}_{\Delta p,j}(x) = \mathcal{E}[\text{Var}(\Delta p_{t+j}|x_{t+j-1})|x_t = x]$ against $j$ for $j = 1, \ldots, 20$. Plotted in the bottom panel is $\hat{v}_j(x) = \mathcal{E}[\text{Var}(\Delta p_{t+j}|x_{t+j-1})|x_t = x]$ against $j$ for $j = 0, 1, \ldots, 20$. In each panel, the heavy solid line is the baseline where $x$ is put equal to $x \equiv (\mu_y', \mu_y', \mu_y', \mu_y')$, the solid line corresponds to a negative $B$ shock where $x$ is put equal to $x_B = (\mu_y', \mu_y', \mu_y') + (0, 0, \ldots, \delta y_B')$, and the dashed line corresponds to a positive $B$ shock where $x$ is put equal to $x_B^+ = (\mu_y', \mu_y', \mu_y') + (0, 0, \ldots, \delta y_B')$. $\nu$ and $\hat{v}_j$ are measured in units of unconditional standard deviation, $\Delta p$ is measured in percent, $\hat{v}_{\Delta p,j}$ is measured in percent squared, and $j$ is measured in days.

panels, are computed as

$$\hat{v}_j(x) = \mathcal{E}[\text{Var}(\Delta p_{t+j}|x_{t+j-1})|x_t = x]$$

 evaluated at the same three $x$'s. For $A$ shocks, the initial conditions are

$$x_A^+ = (\mu_y', \mu_y', \mu_y', \mu_y') + (0, 0, \ldots, \delta y_A')'$$

$$x_A^0 = (\mu_y', \mu_y', \mu_y', \mu_y')'$$

$$x_A^- = (\mu_y', \mu_y', \mu_y', \mu_y') + (0, 0, \ldots, \delta y_A^-)'$$
where $\mu_y$ is the sample average of the $\{y_t\}$ process. For $B$ and $C$ shocks, the initial conditions are defined similarly with the appropriate $\delta y$ in the rightmost place.

The three profiles shown in each of the panels of Figures 5, 6, and 7 are computed using Monte Carlo methods as described in Subsection 2.5. The computation of $\varphi^*(v_{t+j}|x_{t+j-1})$ and $\text{Var}(\Delta p_{t+j}|x_{t+j-1})$ are exact as a function of $x_{t+j-1}$, but their forecasts given $x_t = x$ must be done by Monte Carlo.

The impulse-response analysis reveals four main characteristics of volatility and volume dynamics.
First, asymmetry of the volatility response (the leverage effect) is attenuated and is essentially a transient effect in the bivariate system. This can be seen by comparing the top panels of Figures 5 and 6 to Figure 2 and noting that in Figures 5 and 6 the leverage effect damps in about five or six days. The damping of leverage is much more rapid than the slow damping of volatility back towards baseline.

Second, the impulse responses of volume to volume shocks (C shocks) are symmetric and extremely slowly damped, as can be seen in the bottom panel of Figure 7.

Third, volume shocks (C shocks) have a very small effect on subsequent price volatility, as is evident in the top panel of Figure 7. This very mild feedback from volume to volatility is consistent with the findings of Schwert (1989) who applies linear methods to volume and a constructed volatility series. Weak feedback suggests that the price series is nearly Granger causally prior in the nonlinear sense discussed by Chamberlain (1982).

Fourth, large price movements to common-knowledge information events (B shocks) increase volume in the very short run but decrease volume over the longer term. This can be seen in the bottom panel of Figure 6. The short-run positive effect is evident in the work of Gallant, Rossi, and Tauchen (1992) who examine one-step ahead volatility. The very slowly damped long-term negative effect is a new finding of this paper.

The two most interesting and novel findings are the first, which pertains to long-term attenuation of leverage, and the fourth, which pertains to the contrast between the short- and long-term effects of price shocks on volume.

6. CONFIRMATION OF IMPULSE-RESPONSE RESULTS

6.1. Robustness to Conditioning Set

As previously noted in Section 3, there are two notions of a representative impulse-response sequence. The first, as just seen, is to use the unconditional mean of \{x_t\} as the starting point: \(x^0 = (\mu_y, \ldots, \mu_y)'\). The second is to average the impulse responses over the unconditional distribution of \(x_t\). Figure 8 shows impulse responses computed for the B-shock computed the latter way. The top panel pertains to price volatility, where the negative, baseline, and positive response sequences are computed as

\[
\bar{v}_{\Delta p, j} = \frac{1}{16100} \sum_{\tau=28}^{16127} \hat{\nu}_{\Delta p, j}(x_{\tau-1} + \delta x^+),
\]

\[
\bar{v}_{\Delta p, j}^0 = \frac{1}{16100} \sum_{\tau=28}^{16127} \hat{\nu}_{\Delta p, j}(x_{\tau-1}),
\]

\[
\bar{v}_{\Delta p, j}^+ = \frac{1}{16100} \sum_{\tau=28}^{16127} \hat{\nu}_{\Delta p, j}(x_{\tau-1} + \delta x^-),
\]

for \(j = 1, 2, \ldots, 20\), where \(\delta x^+ = (0, 0, \ldots, \delta y_B^+)'\) and \(\delta x^- = (0, 0, \ldots, \delta y_B^-)'\). For
Figure 8.—Impulse responses of volatility and volume to pure \( \Delta p \) shock (type \( B \)), averaged over the unconditional distribution of \( \{ x_t \} \), bivariate fit. Plotted in the top panel is \( \tilde{v}_{\Delta p, j} = \frac{1}{16100} \sum_{\tau = 28}^{16127} \sigma^2 [\text{Var}(\Delta p_{t+j} | x_{t+j-1}) | x_t = \hat{x}_{t-1}] \) against \( j \) for \( j = 1, \ldots, 20 \). Plotted in the bottom panel is \( \tilde{v}_j = \frac{1}{16100} \sum_{\tau = 28}^{16127} \sigma^2 (v_{t+j} | x_{t+j-1}) | x_t = \hat{x}_{t-1} \) against \( j \) for \( j = 0, 1, \ldots, 20 \). In each panel, the heavy solid line is the baseline where \( \hat{x}_t = x_t \), the solid line corresponds to a negative \( B \) shock where \( \hat{x}_t = x_t + (0, 0, \ldots, \delta y_{B1}, \ldots, \delta y_{B3}, 0, \ldots, 0) \), and the dashed line corresponds to a positive \( B \) shock where \( \hat{x}_t = x_t + (0, 0, \ldots, \delta y_{B1}, \ldots, \delta y_{B3}, 0, \ldots, 0) \). \( x_{t-1} \) is measured in units of unconditional standard deviation, \( \Delta p \) is measured in percent, \( \tilde{v}_{\Delta p, j} \) is measured in percent squared, and \( j \) is measured in days.

In the bottom panel, the averaged impulse responses for the volume are

\[
\bar{v}_j^+ = \frac{1}{16100} \sum_{\tau = 28}^{16127} \tilde{v}_j(x_{t-1} + \delta x^-),
\]

\[
\bar{v}_j^- = \frac{1}{16100} \sum_{\tau = 28}^{16127} \tilde{v}_j(x_{t-1}),
\]

\[
\bar{v}_j^+ = \frac{1}{16100} \sum_{\tau = 28}^{16127} \tilde{v}_j(x_{t-1} + \delta x^+),
\]
for $j = 0, 1, 2, \ldots, 20$. As expected, the baselines in Figure 8 are flat. The lack of baseline drift is due to averaging over many baselines with different patterns of drift. Comparing Figure 8 to Figure 6 indicates that, for this data set, the patterns for $B$ shocks relative to the baselines are robust to the method used to compute the representative response. The same is true for $A$ and $C$ shocks (figures not shown).

### 6.2. Contrasts with Linear Models

A reasonable question is whether our findings could have been uncovered by fitting a more traditional linear model. To address this issue, we computed the impulse-response sequences for the three types of shocks using a highly restricted SNP model. The restricted model has a linear specification for the conditional mean function coupled with an ARCH-type specification for the conditional variance function, each with a lag length of 16. The conditional second moment specification of the restricted SNP model differs only mildly from the ARCH model of Engle (1982) in that it parameterizes the conditional standard deviation instead of the conditional variance. The error density is a modified Hermite-expansion with quartic polynomial to capture the thick-tailed character of the distribution. To be precise, the fitted model is the 1640000 SNP specification reported in Table 5, p. 218, of Gallant, Rossi, and Tauchen (1992). The restricted SNP model is very close to the basic ARCH model with non-normal errors that has been utilized in many empirical finance studies (see Engle and Bollerslev (1986), and Engle and Gonzales-Rivera (1991)). Conventional model selection criteria and specification tests sharply reject this model in favor of more complicated SNP models, so it is interesting to investigate what features of the data it misses.

Figure 9 shows the impulse-response sequences for the $B$-shocks (common knowledge events) based on this specification of the conditional density. The sequences were computed using the second method which averages over all $x_t$ in the data set, so the figure is directly comparable to Figure 8.

In the top panel of Figure 9, the conditional variance responses to positive and negative shocks are constrained to be identical due to the symmetry of the basic ARCH specification. In contrast, the fully parameterized SNP fit used for Figure 8 displays damped asymmetry. Also, there is a noticeable baseline drift in the top panel of Figure 9 which is likely due to the misspecification intrinsic in this model.

The bottom panel of Figure 9 shows the volume responses to these positive and negative price shocks, which are constrained to be mirror images of one another due to the linear specification of the conditional mean function. This panel differs dramatically from its counterpart in Figure 8 obtained from the full SNP fit. In particular, the short-run increase in volume followed by a long-run decline for both positive and negative shocks is totally absent. The similar responses in volume irrespective of the sign of the price shock are to be expected, because of the well-known contemporaneous relationship between
Figure 9.—Impulse responses of volatility and volume to pure $\Delta p$ shock (type B) from a linear ARCH, averaged over the unconditional distribution of $\{x_t\}$, bivariate fit. Plotted in the top panel is $\hat{\nu}_{\Delta p,j} = (1/16100)\sum_{t=16}^{16120} \mathbb{E}[\text{Var}(\Delta p_{t+j}|x_{t+j-1})|x_t = \hat{x}_{t-1}]$ against $j$ for $j = 1, \ldots, 20$. Plotted in the bottom panel is $\hat{\nu}_j = (1/16100)\sum_{t=16}^{16120} \mathbb{E}[\text{Var}(\Delta p_{t+j-1}|x_{t+j-1})|x_t = \hat{x}_{t-1}]$ against $j$ for $j = 0,1, \ldots, 20$. In each panel, the heavy solid line is the baseline where $\hat{x}_t = x_t$, the solid line corresponds to a negative $B$ shock where $\hat{x}_t = x_t + (0,0, \ldots, \delta y_B')'$, and the dashed line corresponds to a positive $B$ shock where $\hat{x}_t = x_t + (0,0, \ldots, \delta y_B')'$. $x$ and $\nu$ are measured in units of unconditional standard deviation, $\Delta p$ is measured in percent, $\hat{\nu}_{\Delta p,j}$ is measured in percent squared, and $j$ is measured in days.

volume and the magnitude of the price change. The symmetries imposed by the linear specification result in misleading impressions of the dynamics.

6.3. Confidence Bands for Key Findings

The two main characteristics uncovered in Section 5 are attenuated damped leverage and the differential short- and long-term response of volume to price shocks. These characteristics, apparent from the point estimates, require statistical validation. Figures 10, 11, and 12 show 95 percent, sup-norm confidence
Figure 10.—95% confidence band for differential response of volatility to $\Delta p$ and $v$ shock (type A), bivariate fit. The solid line is $\hat{\varphi}_{\Delta p,j} = \tilde{\varphi}_{\Delta p,j}(x^+_j) - \tilde{\varphi}_{\Delta p,j}(x^-_j)$ plotted against $j$ for $j = 1, \ldots, 20$ where $\tilde{\varphi}_{\Delta p,j}(x) = \mathcal{S} \{ \text{Var} (\Delta p_{t+j} | x_{t+j-1}) | x_j = x \}$, $x^+_j = (\mu_y', \mu_y, \mu_y', \mu_y, \mu_y) + (0, 0, \ldots, 0)$, and $x^-_j = (\mu_y', \mu_y, \mu_y', \mu_y, \mu_y) + (0, 0, \ldots, 0)$. The dashed lines show a constant width, simultaneously valid 95% confidence interval on the 20 values of $\Delta \hat{\varphi}_{\Delta p,j}$. $\Delta p$ is measured in percent, $\Delta \hat{\varphi}_{\Delta p,j}$ is measured in percent squared, and $j$ is measured in days.

Figure 11.—95% confidence band for differential response of volatility to $\Delta p$ shock, univariate fit. The solid line is $\Delta \hat{\varphi}_{\Delta p,j} = \hat{\varphi}_{\Delta p,j}(x^+_{j}) - \hat{\varphi}_{\Delta p,j}(x^-_{j})$ plotted against $j$ for $j = 1, \ldots, 20$ where $\hat{\varphi}_{\Delta p,j}(x) = \mathcal{S} \{ \text{Var} (\Delta p_{t+j} | x_{t+j-1}) | x_j = x \}$, $x^+_{j} = (\mu_y', \mu_y, \mu_y', \mu_y, \mu_y) + (0, 0, \ldots, 0)$, and $x^-_{j} = (\mu_y', \mu_y, \mu_y', \mu_y, \mu_y) + (0, 0, \ldots, 0)$. The dashed lines show a constant width, simultaneously valid 95% confidence interval on the 20 values of $\Delta \hat{\varphi}_{\Delta p,j}$. $\Delta p$ is measured in percent, $\Delta \hat{\varphi}_{\Delta p,j}$ is measured in percent squared, and $j$ is measured in days.
bands around quantities relevant for these findings, and thereby provide an
indication of the statistical significance. We compute the bands for the first type
of impulse-response functions where the unconditional mean of $x_t$ is the
starting point. The computations for the bands are considerably less demanding
for the first type and the robustness analysis suggested similar point estimates.
The confidence bands are 95 percent sup-norm confidence bands obtained by
bootstrapping as described in Subsection 2.6.

Figure 12 shows a 95 percent confidence band around the estimates

$$\hat{\nu}_{\Delta p, j}(x_A^+ \backslash x_A^-) \quad (j = 1, 2, \ldots, 20).$$
If the population volatility function is symmetric, that is, the leverage effect is absent, then the above differences should be jointly insignificant. The figure suggests some evidence for asymmetry in the first five days followed by no detectable asymmetry; the sup-norm bands after day five are tightly centered about zero differential response.

Figure 11 shows a 95 percent confidence band for the differential response of volatility from the univariate estimation discussed in Subsection 5.1 above. The point estimate of the differential response shows persistent asymmetry, though the confidence band is wide and includes zero for all but one day. Overall, our interpretation from the two figures is that there is some evidence for short-run asymmetry but very little evidence for long-term persistent asymmetry.

The top and bottom panels of Figure 12 show similarly constructed 95 percent confidence bands around the effects of pure price shocks on volume relative to baseline. The top panel shows

$$\hat{\gamma}_j(x^r_T) - \hat{\gamma}_j(x^0_B) \pm M^0_{+95}$$

while the bottom panel shows

$$\hat{\gamma}_j(x^r_B) - \hat{\gamma}_j(x^0_B) \pm M^-_{-095}$$

where the $M$'s are computed as described in Subsection 2.6. The confidence bands indicate that the short-run increase in volume generated by the price shock is marginally statistically significant at the 95 percent level. On the other hand, the long-term decrease in volume is more strongly significant. The long-term decrease in volume presents a challenge to theoretical models of short-term speculative trading. Models based on either the notion of a random mixing process forcing a sequence of equilibria (Tauchen and Pitts (1983), Andersen (1992), Gallant and Tauchen (1992b)) or the notion of a market microstructure (Foster and Viswanathan (1992)) predict that volume remains above baseline.

7. PERSISTENCE IN VARIANCE

If a GARCH model is fitted to short-term financial price movements, then the implied volatility process looks integrated, or very nearly so (Engle and Bollerslev (1986)). Nelson (1990) presents theoretical evidence that one should expect to see a "unit-root" in variance as data are sampled more frequently, even if the true process is stationary. His findings are the second-moment analogues of Sims's (1984) findings regarding the martingale-like behavior of financial prices.

We utilize the methods of Subsection 2.7 to examine persistence properties of the price and volume process. The top panel of Figure 13 shows overplots of conditional mean profiles \(\{\Delta \hat{\gamma}_j(x)\}^{100}_{j=1}\), for \(x \in \{x_t: t = 28, 156, 284, \ldots, 16028\}\). Some reduction of the 16,100 available \(x\) values is needed to keep the plots from becoming overly dense. The choice of every 128th \(x_t\), which generates 125 profiles, was determined by experimentation. The middle panel of Figure 13
Figure 13.—Profiles, bivariate fit. Panel (a) shows overplots for $\tau = 28, 156, \ldots, 16028$ of the conditional mean profiles $\{\Delta \hat{p}_j(x_t)\}_{j=1}^{100}$ where $\Delta \hat{p}_j(x) = \mathcal{E}[\Delta p_{t+j} | x_{t+j-1}, x_t = x_{t-1}]$. Panel (b) shows overplots for $\tau = 28, 156, \ldots, 16028$ of the conditional mean profiles $\{\hat{v}_j(x_t)\}_{j=1}^{100}$ where $\hat{v}_j(x) = \mathcal{E}[v_{t+j} | x_{t+j-1}, x_t = x_{t-1}]$. Panel (c) shows overplots for $\tau = 28, 156, \ldots, 16028$ of the conditional volatility profiles $\{\hat{\nu}_{\Delta p,j}(x_t)\}_{j=1}^{100}$ where $\hat{\nu}_{\Delta p,j}(x) = \mathcal{E}[\text{Var}(\Delta p_{t+j} | x_{t+j-1}, x_t = x_{t-1})]$. For each $t$, the profile is computed out $J = 100$ steps.

The profile for $\Delta p$ shown in the top panel shows that this series is clearly not integrated; there is a very strong damping of the profiles to the unconditional mean. The volume series, however, shows a damping of the profiles consistent with stationarity but at a much slower rate than for the $\Delta p$ series. Examination of the plot shows a half rate of decay of the initial perturbation of some 40 periods. This is roughly consistent with the sort of damping expected in an AR(1) model with an autoregressive parameter of 0.90.

The bottom panel of Figure 13 shows the conditional volatility profiles $\{\hat{\nu}_{\Delta p,j}(x_t)\}_{j=1}^{100}$ for $x \in \{x_t : t = 28, 156, 284, \ldots, 16028\}$ which is the same set of $x$’s used in the conditional mean profiles. The volatility profiles suggest that shocks to variance are very slowly damped, but do die out. The volatility shows little evidence of integration 100 steps out. The profile for the bivariate fits contrast sharply with very unstable and persistent profiles for the univariate fitted SNP. For example, the univariate volatility profile shown in Figure 1 shows little evidence of convergence to the baseline. Recall from Subsection 3.2, that the conditional volatility profiles for an AR(1) model with GARCH(1, 1) errors will...
damp at a geometric rate governed by $\alpha + \beta$:

$$
\mathbb{E} \left[ \text{Var} \left( \Delta p_{t+j} | x_{t+j-1} \right) | x_t \right] \\
= a \sum_{k=0}^{j-1} (\alpha + \beta)^k + (\beta + \alpha)^{j-1} \alpha (y_t - \lambda y_{t-1})^2 \\
+ (\beta + \alpha)^{j-1} \beta \text{Var} (\Delta p_t | x_{t-1}).
$$

For an I-GARCH model, $\alpha + \beta = 1$, the profile for each $x_t$ is

$$
\mathbb{E} \left[ \text{Var} \left( \Delta p_{t+j} | x_{t+j-1} \right) | x_t \right] = (j - 1) a + \alpha (y_t - \lambda y_{t-1})^2 \\
+ \beta \text{Var} (\Delta p_t | x_{t-1})
$$

which shows linear drift away from a value that depends strongly on $x_t$. The volatility profiles do not display this type of long-term dependence on initial condition characteristic of the I-GARCH model.

Some caution should be exercised in interpreting our findings on persistence. The Markovian structure of the SNP model allows for only a finite number of lags of the variables in the conditioning set. To capture extremely long-run persistence may require a very large number of lags. Diagnostics performed by Gallant, Rossi, and Tauchen (1992) suggest that the fitted bivariate SNP model fails to capture some of the movements of volatility at a yearly frequency; however, additional evidence shows that volatility computed from the fitted bivariate SNP closely conforms to movements in volatility on a monthly and shorter term basis.

8. CONCLUSION

We have developed an approach for analyzing the dynamics of a nonlinear time series that is represented by a nonparametric estimate of its one-step ahead conditional density. The approach entails examination of conditional moment profiles corresponding to certain shocks; a conditional moment profile is the conditional expectation evaluated at time $t$ of a time invariant function evaluated at time $t + j$ regarded as a function of $j$. The difference between a conditional moment profile and a baseline profile is the generalization of linear impulse-response analysis to the nonlinear situation. The approach includes strategies for laying out realistic perturbation experiments in multivariate situations and for undertaking statistical inference using bootstrap methods.

The empirical work uncovers two important new characteristics of the multi-period dynamics of the market price change and the transactions volume on the NYSE. First, the so-called leverage effect is a heavily damped transient phenomenon; it is both statistically and practically insignificant five to six days after a large movement in the market. Second, large price movements on common-knowledge information generate increased volume in the short run but reduce volume over the longer term.

The work underscores the importance of using nonlinear models to capture dynamics. In particular, the two major findings would have been missed com-
pletely by models linear in the conditional mean and/or variance functions. The work also demonstrates potential for using nonparametric density estimates to implement practicable inference procedures based on bootstrap methods.
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