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SUMMARY
We introduce a new framework, Realized GARCH, for the joint modeling of returns and realized measures of volatility. A key feature is a measurement equation that relates the realized measure to the conditional variance of returns. The measurement equation facilitates a simple modeling of the dependence between returns and future volatility. Realized GARCH models with a linear or log-linear specification have many attractive features. They are parsimonious, simple to estimate, and imply an ARMA structure for the conditional variance and the realized measure. An empirical application with Dow Jones Industrial Average stocks and an exchange traded index fund shows that a simple Realized GARCH structure leads to substantial improvements in the empirical fit over standard GARCH models that only use daily returns. Copyright © 2011 John Wiley & Sons, Ltd.

Supporting information may be found in the online version of this article.

1. INTRODUCTION

The latent volatility process of asset returns is relevant for a wide variety of applications, such as option pricing and risk management, and generalized autoregressive conditional heteroskedasticity (GARCH) models are widely used to model the dynamic features of volatility. This has sparked the development of a large number of ARCH and GARCH models since the seminal paper by Engle (1982). Within the GARCH framework, the key element is the specification for conditional variance. Standard GARCH models utilize daily returns (typically squared returns) to extract information about the current level of volatility, and this information is used to form expectations about the next period’s volatility. A single return only offers a weak signal about the current level of volatility. The implication is that GARCH models are poorly suited for situations where volatility changes rapidly to a new level. The reason is that a GARCH model is slow at ‘catching up’ and it will take many periods for the conditional variance (implied by the GARCH model) to reach its new level, as discussed in Andersen et al. (2003).

High-frequency financial data are now widely available and the literature has recently introduced a number of realized measures of volatility, including realized variance, bipower variation, the realized kernel, and many related quantities (see Andersen and Bollerslev, 1998; Andersen et al., 2001; Barndorff-Nielsen and Shephard, 2002, 2004; Andersen et al., 2008; Barndorff-Nielsen et al., 2008; Hansen and Horel, 2009; and references therein). Any of these measures is far more informative about the current level of volatility than is the squared return. This makes realized measures very useful for modeling and forecasting future volatility. Estimating a GARCH model
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that includes a realized measure in the GARCH equation (known as a GARCH-X model) provides a good illustration of this point. Such models were estimated by Engle (2002), who used the realized variance (see also Forsberg and Bollerslev, 2002). Within the GARCH-X framework no effort is paid to explain the variation in the realized measures, so these GARCH-X models are partial (incomplete) models that have nothing to say about returns and volatility beyond a single period into the future.

Engle and Gallo (2006) introduced the first ‘complete’ model in this context. Their model specifies a GARCH structure for each of the realized measures, so that an additional latent volatility process is introduced for each realized measure in the model. The model by Engle and Gallo (2006) is known as the multiplicative error model (MEM), because it builds on the MEM structure proposed by Engle (2002). Another complete model is the HEAVY model by Shephard and Sheppard (2010), which, in terms of its mathematical structure, is nested in the MEM framework. Unlike the traditional GARCH models, these models operate with multiple latent volatility processes. For instance, the MEM by Engle and Gallo (2006) has a total of three latent volatility processes and the HEAVY model by Shephard and Sheppard (2010) has two (or more) latent volatility processes. Within the context of stochastic volatility models, Takahashi et al. (2009) proposed a joint model for returns and a realized measure of volatility. Importantly, the economic and statistical gains from incorporating realized measures in volatility models are typically found to be large (see, for example, Christoffersen et al., 2010; Dobrev and Szerszen, 2010).

In this paper we introduce a new framework that combines a GARCH structure for returns with an integrated model for realized measures of volatility. Models within our framework are called Realized GARCH models, a name that transpires both the objective of these models (similar to GARCH) and the means by which these models operate (using realized measures).

To illustrate our framework and fix ideas, consider a canonical version of the Realized GARCH model that will be referred to as the RealGARCH(1,1) model with a linear specification. This model is given by the following three equations:

\[ r_t = \sqrt{h_t} z_t, \]
\[ h_t = \omega + \beta h_{t-1} + \gamma \alpha_{t-1}, \]
\[ x_t = \xi + \phi h_t + \tau(z_t) + u_t, \]

where \( r_t \) is the return, \( x_t \) a realized measure of volatility, \( z_t \sim \text{i.i.d.}(0,1) \), \( u_t \sim \text{i.i.d.}(0, \sigma_u^2) \), and \( h_t = \text{var}(r_t | \mathcal{F}_{t-1}) \) with \( \mathcal{F}_t = \sigma(r_t, x_t, r_{t-1}, x_{t-1}, \ldots) \). The last equation relates the observed realized measure to the latent volatility and is therefore called the measurement equation. This equation is natural when \( x_t \) is a consistent estimator of the integrated variance, because the integrated variance may be viewed as the conditional variance plus a random innovation. The latter is, in our model, absorbed by \( \tau(z_t) + u_t \). It is easy to verify that \( h_t \) is an autoregressive process of order one, \( h_t = \mu + \pi h_{t-1} + w_{t-1} \), where \( \mu = \omega + \gamma \xi, \pi = \beta + \psi \gamma, \) and \( w_t = \gamma \tau(z_t) + \gamma u_t \). Thus it is natural to adopt the nomenclature of GARCH models. The inclusion of the realized measure in the model and the fact that \( x_t \) has an autoregressive moving average (ARMA) representation motivate the name Realized GARCH. A simple yet potent specification of the leverage function is \( \tau(z) = \tau_1 z + \tau_2 (z^2 - 1) \), which can generate an asymmetric response in volatility to return shocks. The simple structure of the model makes the model easy to estimate and interpret, and leads to a tractable analysis of the quasi maximum likelihood estimator. The framework allows us to use a realized measure that is computed from a shorter period (e.g. 6.5 hours) than the interval that the conditional variance refers to (e.g. 24 hours). In such instances we should expect \( \phi < 1 \).
We apply the Realized GARCH framework to Dow Jones Industrial Average (DJIA) stocks and an exchange traded index fund, SPY. We find, in all cases, substantial improvements in the log-likelihood function (both in-sample and out-of-sample) when benchmarked to a standard GARCH model. This is not too surprising, because the standard GARCH model is based on a more limited information set that only includes daily returns. The empirical evidence strongly favors inclusion of the leverage function, and the parameter estimates are remarkably similar across stocks.

The paper is organized as follows. Section 2 introduces the Realized GARCH framework as a natural extension to GARCH. We focus on linear and log-linear specification and show that squared returns, the conditional variance, and realized measures have ARMA representations in this class of Realized GARCH models. Our Realized GARCH framework is compared to MEM and related models in Section 3. Likelihood-based inference is analyzed in Section 4, where we derive the asymptotic properties of the quasi-maximum likelihood estimator (QMLE). Our empirical analysis is given in Section 5. We estimate a range of Realized GARCH models using time series for 28 stocks and an exchange-traded index fund. In Section 6 we derive results related to forecasting and the skewness and kurtosis of returns over one or more periods. The latter shows that the Realized GARCH is capable of generating substantial skewness and kurtosis. Concluding remarks are given in Section 7, and the Appendix presents all proofs.

2. REALIZED GARCH

In this section we introduce the Realized GARCH model. The key variable of interest is the conditional variance, $h_t = \text{var}(r_t|\mathcal{F}_{t-1})$, where $\{r_t\}$ is a time series of returns. In the GARCH(1,1) model the conditional variance, $h_t$, is a function of $h_{t-1}$ and $r_{t-1}^2$. In the present framework, $h_t$ will also depend on $x_{t-1}$, which represents a realized measure of volatility, such as the realized variance. More generally, $x_t$ will denote a vector of realized measures, such as the realized variance, bipower variation, intraday range, and squared return. A measurement equation, which ties the realized measure to the latent volatility, ‘completes’ the model. Thus the Realized GARCH model fully specifies the dynamic properties of both returns and the realized measure.

To simplify the exposition we will assume $E(r_t|\mathcal{F}_{t-1}) = 0$. A more general specifications for the conditional mean, such as a constant or the GARCH-in-mean by Engle et al. (1987), is accommodated by reinterpreting $r_t$ as the return less its conditional mean. The general framework for the Realized GARCH model is presented next.

2.1. The General Formulation

The general structure of the RealGARCH($p$, $q$) model is given by

$$r_t = \sqrt{h_t}z_t$$

$$h_t = v(h_{t-1}, \ldots, h_{t-p}, x_{t-1}, \ldots, x_{t-q})$$

$$x_t = m(h_t, z_t, u_t)$$

where $z_t \sim \text{i.i.d.}(0, 1)$ and $u_t \sim \text{i.i.d.}(0, \sigma_u^2)$, with $z_t$ and $u_t$ being mutually independent.

We refer to the first two equations as the return equation and the GARCH equation, and these define a class of GARCH-X models, including those that were estimated by Engle (2002), Barndorff-Nielsen and Shephard (2007), and Visser (2011). The GARCH-X acronym refers to the fact that $x_t$ is treated as an exogenous variable. The HYBRID GARCH framework by Chen et al. (2009) includes variants of the GARCH-X models and some related models.
We shall refer to (3) as the measurement equation, because the realized measure, \( x_t \), can often be interpreted as a measurement of \( h_t \). The simplest example of a measurement equation is \( x_t = h_t + u_t \). The measurement equation is an important component because it ‘completes’ the model. Moreover, the measurement equation provides a simple way to model the joint dependence between \( r_t \) and \( x_t \), which is known to be empirically important. This dependence is modeled through the presence of \( z_t \) in the measurement equation, which we find to be highly significant in our empirical analysis.

It is worth noting that most (if not all) variants of ARCH and GARCH models are nested in the Realized GARCH framework. See Bollerslev (2009) for a comprehensive list of such models. The nesting can be achieved by setting \( x_t = r_t \) or \( x_t = r_t^2 \), and the measurement equation is redundant for such models, because it is reduced to a simple identity. Naturally, the interesting case is when \( x_t \) is a high-frequency-based realized measure, or a vector containing several realized measures.

Next we consider some particular variants of the Realized GARCH model.

### 2.2. Realized GARCH with a Log-Linear Specification

The Realized GARCH model with a simple log-linear specification is characterized by the following GARCH and measurement equations:

\[
\log h_t = \omega + \sum_{i=1}^{p} \beta_i \log h_{t-i} + \sum_{j=1}^{q} \gamma_j \log x_{t-j} \\
\log x_t = \xi + \varphi \log h_t + \tau(z_t) + u_t
\]

where \( z_t = r_t / \sqrt{h_t} \sim \text{i.i.d.}(0, 1) \), \( u_t \sim \text{i.i.d.}(0, \sigma_u^2) \), and \( \tau(z) \) is called the leverage function. Without loss of generality we assume \( \text{E}(\tau(z_t)) = 0 \).

A logarithmic specification for the measurement equation seems natural in this context. The reason is that (1) implies that

\[
\log r_t^2 = \log h_t + \log z_t^2
\]

and a realized measure is in many ways similar to the squared return, \( r_t^2 \), albeit a more accurate measure of \( h_t \). It is therefore natural to explore specifications where \( \log x_t \) is expressed as a function of \( \log h_t \) and \( z_t \), such as (5). A logarithmic form for the measurement equation makes it convenient to specify the GARCH equation with a logarithmic form, because this induces a convenient ARMA structure.

In our empirical application we adopt a quadratic specification for the leverage function, \( \tau(z_t) \). The conditional variance, \( h_t \), is adapted to \( F_{t-1} \). Therefore \( F_t \) must be such that \( x_t \in F_t \) (unless \( \gamma = 0 \)). This requirement is satisfied by \( F_t = \sigma(r_t, x_t, r_{t-1}, x_{t-1}, \ldots) \), but \( F_t \) could in principle be an even richer \( \sigma \)-field. Also, note that the measurement equation does not require \( x_t \) to be an unbiased measure of \( h_t \). For instance, \( x_t \) could be a realized measure that is computed with 6.5 hours of high-frequency data, while the return is a close-to-close return that spans 24 hours.

An attractive feature of the log-linear Realized GARCH model is that it preserves the ARMA structure that characterizes some of the standard GARCH models. This shows that the ‘ARCH’ nomenclature is appropriate for the Realized GARCH model. For the sake of generality we derive the result for the case where the GARCH equation includes lagged squared returns. Thus consider the following GARCH equation:

\[
\log h_t = \omega + \sum_{i=1}^{p} \beta_i \log h_{t-i} + \sum_{j=1}^{q} \gamma_j \log x_{t-j} + \sum_{j=1}^{q} \alpha_j \log r_{t-j}^2
\]

where \( q = \max_i\{\alpha_i, \gamma_i\} \neq (0, 0) \).
Proposition 1. Define $w_t = \tau(z_t) + u_t$ and $v_t = \log z_t^2 - \kappa$, where $\kappa = \text{E} \log z_t^2$. The Realized GARCH model defined by (5) and (7) implies

$$
\log h_t = \mu_h + \sum_{i=1}^{p+q} (\alpha_i + \beta_i + \varphi \gamma_i) \log h_{t-i} + \sum_{j=1}^{q} (\gamma_j w_{t-j} + \alpha_j v_{t-j}),
$$

$$
\log x_t = \mu_x + \sum_{i=1}^{p+q} (\alpha_x + \beta_x + \varphi \gamma_i) \log x_{t-i} + w_t + \sum_{j=1}^{p+q} (- (\alpha_j + \beta_j) w_{t-j} + \varphi \alpha_j v_{t-j}),
$$

$$
\log r_t^2 = \mu_r + \sum_{i=1}^{p+q} (\alpha_i + \beta_i + \varphi \gamma_i) \log r_{t-i}^2 + v_t + \sum_{j=1}^{p+q} (\gamma_j (w_{t-j} - \varphi v_{t-j}) - \beta_j v_{t-j}),
$$

where $\mu_h = \omega + \gamma_1 \xi + \alpha_{\bullet} \kappa$, $\mu_x = \varphi (\omega + \alpha_{\bullet} \kappa) + (1 - \alpha_{\bullet} - \beta_{\bullet}) \xi$, and $\mu_r = \omega + \gamma_1 \xi + (1 - \beta_{\bullet} - \varphi \gamma_{\bullet}) \kappa$, with $\alpha_{\bullet} = \sum_{j=1}^{q} \alpha_j$, $\beta_{\bullet} = \sum_{i=1}^{p} \beta_i$, and $\gamma_{\bullet} = \sum_{j=1}^{q} \gamma_j$, and the conventions $\beta_1 = \gamma_1 = \alpha_j = 0$ for $i > p$ and $j > q$.

Thus the log-linear Realized GARCH model implies that $\log h_t$ is ARMA($p \lor q$, $q - 1$), whereas $\log r_t^2$ and $\log x_t$ are ARMA($p \lor q$, $p \lor q$). If $\alpha_1 = \ldots = \alpha_q = 0$, then $\log x_t$ is ARMA($p \lor q$, $p$).

From Proposition 1 we see that the persistence of volatility is summarized by a persistence parameter:

$$
\pi = \sum_{i=1}^{p+q} (\alpha_i + \beta_i + \varphi \gamma_i) = \alpha_{\bullet} + \beta_{\bullet} + \varphi \gamma_{\bullet}.
$$

Example 1. For the case $p = q = 1$ we have $\log h_t = \omega + \beta \log h_{t-1} + \gamma \log x_{t-1}$ and $\log x_t = \xi + \varphi \log h_t + \tau(z_t) + u_t$, so that $\log h_t \sim \text{AR}(1)$ and $\log x_t \sim \text{ARMA}(1,1)$. Specifically $\log h_t = \mu_h + \pi \log h_{t-1} + \gamma w_{t-1}$ and $\log x_t = \mu_x + \pi \log x_{t-1} + w_t - \beta w_{t-1}$, where $\pi = \beta + \varphi \gamma$.

The measurement equation induces a GARCH structure that is similar to an EGARCH with a stochastic volatility component. Take the case in Example 1 where $\log h_t = \mu_h + \pi \log h_{t-1} + \gamma \tau(z_{t-1}) + u_{t-1}$, which is $\mathcal{F}_{t-1}$-measurable. Interestingly, for the purpose of forecasting (beyond one-step-ahead predictions), the Realized GARCH is much like a stochastic volatility model since future values of $u_t$ are unknown. This analogy does not apply to one-step-ahead predictions because the lagged values, $\tau(z_{t-1})$ and $u_{t-1}$, are known at time $t - 1$.

An obvious advantage of using a logarithmic specification is that it automatically ensures a positive variance. Here it should be noted that the GARCH model with a logarithmic specification, known as LGARCH (see Geweke, 1986; Pantula, 1986; Milhøj, 1987), has some practical drawbacks. These drawbacks may explain that the LGARCH is less popular in applied work than the conventional GARCH model that uses a specification for the level of volatility (see Teräsvirta, 2009). One drawback is that zero returns are occasionally observed, and will cause havoc for the log-specification unless we impose some ad hoc censoring. Within the Realized GARCH framework, zero returns are not problematic, because $\log r_{t-1}^2$ does not appear in its GARCH equation.
2.2.1 The Leverage Function

The function \( \tau(z_t) \) is called the leverage function because it captures the dependence between returns and future volatility, a phenomenon that is referred to as the leverage effect. We normalize such functions by \( \text{E}(\tau(z_t)) = 0 \), and we focus on those that have the form

\[
\tau(z_t) = \tau_1 z_t + \ldots + \tau_k a_k(z_t), \quad \text{where} \quad \text{E}(a_k(z_t)) = 0, \quad \text{for all} \quad k
\]

so that the function is linear in the unknown parameters. We shall see that the leverage function induces an EGARCH type structure in the GARCH equation, and we note that the functional form used in Nelson (1991), \( \tau(z_t) = \tau_1 z_t + \tau_1 |z_t - \text{E}(|z_t|)| \), is within this class of leverage functions. In this paper we focus on leverage functions that are constructed from Hermite polynomials, i.e.

\[
\tau(z) = \tau_1 z + \tau_2 (z^2 - 1) + \tau_3 (z^3 - 3z) + \tau_4 (z^4 - 6z^2 + 3) + \ldots
\]

and our baseline choice for the leverage function is a simple quadratic form: \( \tau(z_t) = \tau_1 z_t + \tau_2 (z_t^2 - 1) \). This choice is convenient because it ensures that \( \text{E}(\tau(z_t)) = 0 \), for any distribution with \( \text{E}(z_t) = 0 \) and \( \text{var}(z_t) = 1 \). The polynomial form is also convenient in our quasi-likelihood analysis, and in our derivations of the kurtosis of returns generated by this model.

The leverage function \( \tau(z) \) is closely related to the news impact curve (see Engle and Ng, 1993), which maps out how positive and negative shocks to the price affect future volatility. We can define the news impact curve by

\[
\nu(z) = \text{E} (\log h_{t+1} | z_t = z) - \text{E} (\log h_{t+1}),
\]

so that \( 100 \nu(z) \) measures the percentage impact on volatility as a function of the Studentized return. From the ARMA representation in Proposition 1 it follows that \( \nu(z) = \gamma_1 \tau(z) \).

2.3. Realized GARCH with a Linear Specification

In this section we adopt a linear structure that is more similar to the original GARCH model by Bollerslev (1986). One advantage of this formulation is that the measurement equation is simple to interpret in this model. For instance, if \( x_t \) is computed from intermittent high-frequency data (i.e. over 6.5 hours) whereas \( r_t \) is a close-to-close return that spans 24 hours, then we would expect \( \varphi \) to reflect how much of the daily volatility occurs during trading hours. The linear Realized GARCH model is defined by

\[
x_t h_t = \omega + \sum_{i=1}^{p} \beta_i h_{t-i} + \sum_{j=1}^{q} \gamma_j x_{t-j}, \quad \text{and} \quad h_t = \xi + \varphi h_t + \tau(z_t) + u_t
\]

As is the case for the GARCH(1,1) model the RealGARCH(1,1) model with the linear specification implies that \( h_t \) has an AR(1) representation \( h_t = (\omega + \gamma h_{t-1}) + (\beta + \gamma \varphi) h_{t-1} + \gamma w_{t-1} \), where \( w_t = u_t + \tau(z_t) \) is an i.i.d. process, and that the realized measure, \( x_t \), is ARMA(1,1), which is consistent with the time series properties of realized measures in this context (see Meddahi, 2003).

3. COMPARISON TO RELATED MODELS

In this section we relate the Realized GARCH model to the multiplicative error model (MEM) by Engle and Gallo (2006) and the HEAVY model by Shephard and Sheppard (2010),\(^1\) and some related approaches.

\(^1\) The Realized GARCH model was conceptualized and developed concurrently and independently of Shephard and Sheppard (2010). However, in our current presentation of the model we have adopted some terminology from Shephard and Sheppard (2010).
The MEM by Engle and Gallo (2006) utilizes two realized measures in addition to the squared returns. These are the intraday range (high minus low) and the realized variance, whereas the HEAVY model by Shephard and Sheppard (2010) uses the realized kernel (RK) by Barndorff-Nielsen et al. (2008). These models introduce an additional latent volatility process for each of the realized measures. Thus the MEM and the HEAVY digress from the traditional GARCH models that only have a single latent volatility factor. Key model features are given in Table I. We have included the level specification of the Realized GARCH model because it is most similar to the GARCH, MEM, and HEAVY models. Based on our empirical analysis in Section 5 we recommend the log-linear specification in practice.

Brownless and Gallo (2010) estimates a restricted MEM model that is closely related to the Realized GARCH with the linear specification. They utilize a single realized measure, which leads to two latent volatility processes in their model: \( h_t = \text{E}(r_t^2|\mathcal{F}_{t-1}) \) and \( \mu_t = \text{E}(x_t|\mathcal{F}_{t-1}) \). However, their model is effectively reduced to a single-factor model as they introduce the constraint \( h_t = c + d\mu_t \).

The usual MEM formulation is based on a vector of non-negative random innovations, \( \eta_t \), that are required to have mean \( \text{E}(\eta_t) = (1, \ldots, 1)' \). The literature has explored distributions with this property such as certain multivariate Gamma distributions, and Cipollini et al. (2009) use copula methods that entail a very flexible class of distributions with the required structure. (A perhaps simpler way to achieve this structure is by setting \( \eta_t = Z_t \odot Z_t \), and working with the vector of mean-zero unit-variance random variables, \( Z_t \), instead.) The estimates in Engle and Gallo (2006) and Shephard and Sheppard (2010) are based on a likelihood where the elements of \( \eta_t \) are independent \( \chi^2 \)-distributed random variables with one degree of freedom, which maps into \( Z_t \sim N(0, I) \). We have used the alternative formulation in Table I so that \( (z_{i,t}^2, z_{R,t}^2, z_{RV,t}^2)' \) corresponds to \( \eta_t \) in the MEM by Engle and Gallo (2006).

### 3.1. Multi-factor Realized GARCH Models

The Realized GARCH framework can be extended to a multi-factor structure. For instance, with \( m \) realized measures (including the squared return) we could specify a model with \( k \leq m \) latent volatility factors. The Realized GARCH model introduced in this paper has \( k = 1 \), whereas the MEM has \( m = k \). This hybrid framework with \( 1 \leq k \leq m \), provides a way to bridge the Realized GARCH models with the MEM framework. All these models can be viewed as extensions of standard GARCH models, where the extensions are achieved by incorporating realized measures into the model in various ways.\(^2\)

### 4. QUASI-MAXIMUM LIKELIHOOD ANALYSIS

In this section we discuss the asymptotic properties of the quasi-maximum likelihood estimator within the Realized GARCH \( (p, q) \) model. The structure of the QMLE analysis is very similar to that of the standard GARCH model (see Bollerslev and Wooldridge, 1992; Lee and Hansen, 1994; Lumsdaine, 1996; Jensen and Rahbek, 2004a,b; Straumann and Mikosch, 2006). Both Engle and Gallo (2006) and Shephard and Sheppard (2010) justify the standard errors they report, by referencing existing QMLE results for GARCH models. This argument hinges on the fact that the joint log-likelihood in the MEM is decomposed into a sum of univariate GARCH-X models, whose likelihood can be maximized separately. The factorization of the likelihood is achieved

\(^2\) A realized measure simply refers to a statistic that is constructed from high-frequency data. Well-known examples include realized variance, realized kernel, intraday range, number of transactions, and trading volume.
Table I. Key model features at a glance: the realized measures, \( R_t \), \( RV_t \), and \( x_t \), denote the intraday range, realized variance, and realized kernel, respectively. In the Realized GARCH model, the dependence between returns and innovations to the volatility (leverage effect) is modeled with \( \tau(z_t) \), such as \( \tau(z) = \xi z + \tau(z^2 - 1) \), so that \( \text{Er}(z_t) = 0 \), when \( z_t \sim (0, 1) \)

<table>
<thead>
<tr>
<th>Latent variables(^a)</th>
<th>Observables</th>
<th>Distribution(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GARCH(1,1) (Bollerslev, 1986)</td>
<td>( h_t = \omega + \alpha r_{t-1}^2 + \beta h_{t-1} )</td>
<td>( r_t = \sqrt{h_t} z_t )</td>
</tr>
<tr>
<td>MEM (Engle and Gallo, 2006)</td>
<td>( h_t = \omega + \alpha r_{t-1}^2 + \beta h_{t-1} + \delta r_{t-1} + \varphi R_{t-1}^2 )</td>
<td>( r_t^2 = h_t z_t^2 )</td>
</tr>
<tr>
<td></td>
<td>( h_{RV,t} = \omega_{RV} + \alpha_{RV} RV_{t-1} + \beta_{RV} h_{RV,t-1} )</td>
<td>( R_t^2 = h_{RV,t} z_{RV,t}^2 )</td>
</tr>
<tr>
<td></td>
<td>( + \delta_{RV} r_{t-1} + \varphi_{RV} R_{t-1}^2 )</td>
<td>( RV_t = h_{RV,t} z_{RV,t}^2 )</td>
</tr>
<tr>
<td>HEAVY (Shephard and Sheppard, 2009)</td>
<td>( h_t = \omega + \alpha r_{t-1}^2 + \beta h_{t-1} + \gamma x_{t-1} )</td>
<td>( r_t = \sqrt{h_t} z_t )</td>
</tr>
<tr>
<td></td>
<td>( \mu_t = \omega + \alpha r_{t-1} + \beta h_{t-1} )</td>
<td>( x_t = \mu_t z_{RK,t}^2 )</td>
</tr>
<tr>
<td>Realized GARCH (linear specification)</td>
<td>( h_t = \omega + \beta h_{t-1} + \gamma x_{t-1} )</td>
<td>( r_t = \sqrt{h_t} z_t )</td>
</tr>
<tr>
<td></td>
<td>( x_t = \frac{z_t}{z_{RK,t}} )</td>
<td>( r_t^2 = \frac{z_t}{z_{RK,t}} )</td>
</tr>
<tr>
<td>Realized GARCH (log-linear specification)</td>
<td>( h_t = \exp(\omega + \beta \log h_{t-1} + \gamma \log x_{t-1}) )</td>
<td>( r_t = \sqrt{h_t} z_t )</td>
</tr>
<tr>
<td></td>
<td>( x_t = \frac{z_t}{z_{RK,t}} )</td>
<td>( r_t^2 = \frac{z_t}{z_{RK,t}} )</td>
</tr>
<tr>
<td>Realized EGARCH (Section 2)</td>
<td>( h_t = \exp(\omega + \beta \log h_{t-1} + \tau(z_{t-1}) + \delta x_{t-1}) )</td>
<td>( r_t = \sqrt{h_t} z_t )</td>
</tr>
<tr>
<td></td>
<td>( x_t = \frac{z_t}{z_{RK,t}} )</td>
<td>( r_t^2 = \frac{z_t}{z_{RK,t}} )</td>
</tr>
</tbody>
</table>

\(^a\) The MEM specification listed here is that selected by Engle and Gallo (2006) using BIC (see their Table IV). The MEM framework permits more complex specifications.

\(^b\) The distributional assumptions listed here are those used to specify the quasi log-likelihood function. (Gaussian innovations are not essential for any of the models.) The Realized EGARCH is introduced in Section 2.
by two facets of these models. One is that all observables (i.e. squared return and each of the realized measures) are being tied to their individual latent volatility process. The other is that the primitive innovations in these models are taken to be independent in the formulation of the likelihood function. The latter inhibits a direct modeling of the leverage effect with a function such as \( \tau(z_t) \), which is one of the traits of the Realized GARCH model. However, in the MEM framework one can generate a leverage type dependence by including suitable realized measures in various GARCH equations, such as the realized semivariance (see Barndorff-Nielsen et al., 2009b), or by introducing suitable indicator functions as in Engle and Gallo (2006).

In this section we will derive the underlying QMLE structure for the log-linear Realized GARCH model. The structure of the linear Realized GARCH model is similar. We provide closed-form expressions for the first and second derivatives of the log-likelihood function. These expressions facilitate direct computation of robust standard errors, and provide insight about regularity conditions that would justify QMLE inference. For instance, the first derivative will unearth regularity conditions that enable a central limit theorem be applied to the score function.

For the purpose of estimation, we adopt a Gaussian specification, so that the log-likelihood function is given by

\[
\ell(r, x; \theta) = -\frac{1}{2} \sum_{t=1}^{n} \left[ \log(h_t) + r_t^2/h_t + \log(\sigma_u^2) + u_t^2/\sigma_u^2 \right]
\]

We write the leverage function as \( \tau' a_t = \tau_1 a_1(z_t) + \ldots + \tau_k a_k(z_t) \), and denote the parameters in the model by

\[
\theta = (\lambda', \psi', \sigma_u^2)', \quad \text{where} \quad \lambda = (\omega, \beta_1, \ldots, \beta_p, \gamma_1, \ldots, \gamma_q)', \quad \psi = (\xi, \varphi, \tau')'
\]

To simplify the notation we write \( \tilde{h}_t = \log h_t \) and \( \tilde{x}_t = \log x_t \), and define \( g_t = (1, \tilde{h}_{t-1}, \ldots, \tilde{h}_{t-p}, \tilde{x}_{t-1}, \ldots, \tilde{x}_{t-q})' \) and \( m_t = (1, \tilde{h}_t, a_t')' \). Thus the GARCH and measurement equations can be expressed as \( \tilde{h}_t = \lambda' g_t \) and \( \tilde{x}_t = \psi' m_t + u_t \), respectively. The dynamics that underlie the score and Hessian are driven by \( \tilde{h}_t \) and its derivatives with respect to \( \lambda \). The properties of these derivatives are stated next.

**Lemma 1.** Define \( \dot{h}_t = \frac{\partial \tilde{h}_t}{\partial \lambda} \) and \( \ddot{h}_t = \frac{\partial^2 \tilde{h}_t}{\partial \lambda^2} \). Then \( \dot{h}_s = 0 \) and \( \ddot{h}_s = 0 \) for \( s \leq 0 \), and

\[
\dot{h}_t = \sum_{i=1}^{p} \beta_i \dot{h}_{t-i} + g_t \quad \text{and} \quad \ddot{h}_t = \sum_{i=1}^{p} \beta_i \ddot{h}_{t-i} + (\dot{H}_{t-1} + \dot{H}'_{t-1})
\]

where \( \dot{H}_{t-1} = (0_{1+p+q \times 1}, \dot{h}_{t-1}, \ldots, \dot{h}_{t-p}, 0_{1+p+q \times q}) \) is a \( p + q + 1 \times p + q + 1 \) matrix.

**Proposition 2.**

(i) The score, \( \frac{\partial \ell}{\partial \theta} = \sum_{i=1}^{n} \frac{\partial \ell_t}{\partial \theta} \), is given by

\[
\frac{\partial \ell_t}{\partial \theta} = -\frac{1}{2} \left \{ \left( 1 - z_t^2 + \frac{2u_t}{\sigma_u^2} \right) \dot{h}_t, -\frac{2u_t}{\sigma_u^2} m_t, \frac{\sigma_u^2 - u_t^2}{\sigma_u^4} \right \}'
\]
where \( \hat{u}_t = \partial u_t / \partial \log h_t = -\varphi + \frac{1}{2} z_t \tau' \hat{a}_t \) with \( \hat{a}_t = \partial a(z_t) / \partial z_t \).

(ii) The second derivative, \( \frac{\partial^2 \ell}{\partial \theta \partial \theta'} = \sum_{i=1}^n \frac{\partial^2 \ell_i}{\partial \theta \partial \theta'} \), is given by

\[
\frac{\partial^2 \ell_i}{\partial \theta \partial \theta'} = \left( -\frac{1}{2} \left\{ z_t^2 + \frac{2(u_t^2 + u_t \hat{u}_t)}{\sigma_u^2} \right\} \hat{h}_t \hat{h}'_t - \frac{1}{2} \left\{ 1 - z_t^2 + \frac{2u_t \hat{u}_t}{\sigma_u^2} \right\} \hat{h}_t \right) \cdot \cdot \cdot \cdot \\
- \frac{1}{\sigma_u^2} m_t m'_t \cdot \cdot \\
\frac{\hat{u}_t \hat{u}_t}{\sigma_u^2} \cdot \cdot \\
\frac{u_t u_t}{\sigma_u^2} m'_t \cdot \cdot \cdot \cdot \\
\frac{1}{2} \frac{\sigma_u^2 - 2 \sigma_u^2}{\sigma_u^2} \cdot \cdot \cdot \cdot \\
\right)
\]

where \( b_t = (0, 1, -\frac{1}{2} z_t \hat{a}_t)' \) and \( \hat{u}_t = -\frac{1}{2} \tau' (z_t \hat{a}_t + z_t^2 \hat{a}_t) \) with \( \hat{a}_t = \partial^2 a(z_t) / \partial z_t^2 \).

An advantage of our framework is that we can draw upon results for generalized hidden Markov models. Consider the case \( p = q = 1 \). From Carrasco and Chen (2002, Proposition 2) it follows that \( \hat{h}_t \) has a stationary representation provided that \( \beta = \varphi \gamma \in (-1, 1) \). If we assign \( \hat{h}_0 \) its invariant distribution, then \( \hat{h}_t \) is strictly stationary and \( \beta \)-mixing with exponential decay, and \( \text{E}(|\hat{h}_t|^q) < \infty \) if \( \text{E}(|\tau(z_t) + u_t|^q) < \infty \). Moreover, \( \{(r_t, x_t), t \geq 0\} \) is a generalized hidden Markov model, with hidden chain \( \{\hat{h}_t, t \geq 0\} \), and so by Carrasco and Chen (2002, proposition 4) it follows also that \( \{(r_t, x_t) \} \) is stationary \( \beta \)-mixing with an exponential decay rate.\(^3\)

The robustness of the QMLE as defined by the Gaussian likelihood is, in part, reflected by the weak assumptions that make the score a martingale difference sequence. These are stated in the following proposition.

**Proposition 3.**

(i) Suppose that \( \text{E}(u_t | z_t, F_{t-1}) = 0, \text{E}(z_t^2 | F_{t-1}) = 1, \) and \( \text{E}(u_t^2 | F_{t-1}) = \sigma_u^2 \). Then \( s_i(\theta) = \frac{\partial \ell_i(\theta)}{\partial \theta} \) is a martingale difference sequence.

(ii) Suppose, in addition, that \( \{(r_t, x_t, \hat{h}_t)\} \) is stationary and ergodic. Then

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^n \frac{\partial \ell_i}{\partial \theta} \rightarrow N(0, J_0) \quad \text{and} \quad -\frac{1}{n} \sum_{t=1}^n \frac{\partial^2 \ell_i}{\partial \theta \partial \theta'} p_t I_\theta
\]

provided that

\[
J_0 = \begin{pmatrix}
\frac{1}{4} \text{E} \left( 1 - z_t^2 + \frac{2u_t \hat{u}_t}{\sigma_u^2} \right)^2 \text{E}(\hat{h}_t \hat{h}'_t) & \cdot & \cdot \\
- \frac{1}{\sigma_u^2} \text{E}(u_t m_t \hat{h}'_t) & \frac{1}{\sigma_u^2} \text{E}(m_t m'_t) & \cdot \\
- \frac{\text{E}(u_t^2) \text{E}(\hat{u}_t)}{2\sigma_u^2} \text{E}(\hat{h}'_t) & \frac{\text{E}(u_t^2) \text{E}(m'_t)}{2\sigma_u^2} \cdot \\
\cdot & \frac{\text{E}(u_t^2 / \sigma_u^2 - 1)^2}{4\sigma_u^4} & \cdot \\
\end{pmatrix}
\]

\(^3\) See also Straumann and Mikosch (2006), who adopt a stochastic recurrence approach to analyze the QMLE properties for a broad class of GARCH models.
and

\[ I_\theta = \begin{pmatrix}
\left\{ \frac{1}{2} + \frac{E(u_t^2)}{\sigma_u^2} \right\} E(h_t h_t') & \bullet & 0 \\
-\frac{1}{\sigma_u^2} E((u_t m_t + u_t b_t) h'_t) & \frac{1}{\sigma_u^2} E(m_t m'_t) & 0 \\
0 & 0 & \frac{1}{2\sigma_u^4}
\end{pmatrix} \]

are finite.

Note that in the stationary case we have \( J_\theta = E \left( \frac{\partial \ell_t}{\partial \theta}, \frac{\partial \ell_t}{\partial \theta} \right) \), so a necessary condition for \( |J_\theta| < \infty \) is that \( z_t \) and \( u_t \) have finite fourth moments. Additional moments may be required for \( z_t \), depending on the complexity of the leverage function \( \tau(z) \), because \( u_t \) depends on \( \tau(z_t) \).

The mathematical structure of the Gaussian quasi log-likelihood function for the Realized GARCH model is quite similar to the structure analyzed in Straumann and Mikosch (2006). Therefore we conjecture that Straumann and Mikosch (2006, Theorem 7.1) can be adapted to the present framework, so that

\[ \sqrt{n}(\hat{\theta}_n - \theta) \to N(0, I_\theta^{-1} J_\theta I_\theta^{-1}) \]

To make this result rigorous we would need to adapt and verify conditions N.1–N.4 in Straumann and Mikosch (2006). This is not straightforward and would take up much space, so we leave this for future research. Moreover, the results in Straumann and Mikosch (2006) only apply to the stationary case, \( \pi < 1 \), so the non-stationary case would have to be analyzed separately using methods similar to those in Jensen and Rahbek (2004a, b). For simple ARCH and GARCH models, Jensen and Rahbek (2004a, b) have shown that the QMLE estimator is consistent with a Gaussian limit distribution regardless of the process being stationary or non-stationary. Therefore, unlike the case for autoregressive processes, we need not have a discontinuity of the limit distribution at the knife-edge in the parameter space that separates stationary and non-stationary processes. A similar result may apply to the Realized GARCH model with the linear specification. However, the log-linear specification generates a score function with a structure that may result in convergence to a stochastic integral in the unit root case. We leave this important inference problem for future research.

5. EMPIRICAL ANALYSIS

In this section we present empirical results using returns and realized measures for 28 stocks and an exchange-traded index fund, SPY, that tracks the S&P 500 index. Detailed results are presented for SPY, whereas our results for the other 28 time series are presented with fewer details, to conserve space. We adopt the realized kernel, introduced by Barndorff-Nielsen et al. (2008), as the realized measure, \( x_t \). We estimate the realized GARCH models using both open-to-close returns and close-to-close returns. High-frequency prices are only available between ‘open’ and ‘close’, so the population quantity that is estimated by the realized kernel is directly related to the volatility of open-to-close returns, but only captures a fraction of the volatility of close-to-close returns.

We compare the linear and log-linear specifications and argue that the latter is better suited for the problem at hand. So we will mainly present empirical results based on the log-linear specification. We report empirical results for all 29 assets in Table III and find the point estimates to be remarkably similar across the many time series. In-sample and out-of-sample likelihood ratio statistics are computed in Table IV. These results strongly favor the inclusion of the leverage function and show that the realized GARCH framework is superior to standard
GARCH models, because the partial log-likelihood of any Realized GARCH model is substantially better than that of a standard GARCH(1,1). This is found to be the case in-sample, as well as out-of-sample.

5.1. Data Description

Our sample spans the period from 1 January 2002 to 31 August 2008, which we divide into an in-sample period: 1 January 2002 to 31 December 2007; leaving the eight months 2 January 2008 to 31 August 2008 for out-of-sample analysis. We adopt the realized kernel as the realized measure, $x_t$, using the Parzen kernel function. This estimator is similar to the well-known realized variance, but is robust to market microstructure noise and is a more accurate estimator of the quadratic variation. Our implementation of the realized kernel follows Barndorff-Nielsen et al. (2010) that guarantees a positive estimate, which is important for our log-linear specification. The exact computation is explained in great detail in Barndorff-Nielsen et al. (2009a). To avoid outliers that would result from half trading days, we removed days where high-frequency data spanned less than 90% of the official 6.5 hours between 9:30 a.m. and 4:00 p.m. This removes about three daily observations per year, such as the day after Thanksgiving and days around Christmas. When we estimate a model that involves $\log r^2_t$, we deal with zero returns by the truncation $\max(\delta r^2_t, \varepsilon)$ with $\varepsilon = 10^{-20}$. Summary statistics are available as supporting information in a separate Web Appendix.

5.2. Some Notation Related to the Likelihood and Leverage Effect

The log-likelihood function is (conditionally on $F_0 = \sigma([r_t, x_t, h_t], t \leq 0)$) given by

$$\log L([r_t, x_t]_{t=1}^n; \theta) = \sum_{t=1}^n \log f(r_t, x_t | F_{t-1})$$

Standard GARCH models do not model $x_t$, so the log-likelihood we obtain for these models cannot be compared to those of the Realized GARCH model. However, we can factorize the joint conditional density for $(r_t, x_t)$ by

$$f(r_t, x_t | F_{t-1}) = f(r_t | F_{t-1}) f(x_t | r_t, F_{t-1})$$

and compare the partial log-likelihood, $\ell(r) := \sum_{t=1}^n \log f(r_t | F_{t-1})$, with that of a standard GARCH model. Specifically for the Gaussian specification for $z_t$ and $u_t$, we split the joint likelihood into the sum

$$\ell(r, x) = -\frac{1}{2} \sum_{t=1}^n [\log(2\pi) + \log(h_t) + r_t^2/h_t] + \sum_{t=1}^n [\log(2\pi) + \log(\sigma_u^2) + u_t^2/\sigma_u^2]$$

Asymmetries in the leverage function are summarized by the two statistics $\rho^- = \text{corr}[\tau(z_t) + u_t, z_t | z_t < 0]$ and $\rho^+ = \text{corr}[\tau(z_t) + u_t, z_t | z_t > 0]$, which capture the average slope of the news impact curve for negative and positive returns.
5.3. Empirical Results for the Linear Realized GARCH Model

Detailed empirical results for the linear specification are available as supporting information in a separate Web Appendix. We wish to emphasize one empirical observation that concerns the difference between open-to-close returns and close-to-close returns. With open-to-close SPY returns our estimates for the RealGARCH(1,1) models are

\[
\begin{align*}
    h_t &= 0.09 + 0.29 h_{t-1} + 0.63 x_{t-1}, \\
    x_t &= -0.05 + 1.01 h_t - 0.02 z_t + 0.06 (z_t^2 - 1) + u_t
\end{align*}
\]

where the numbers in parentheses are standard errors. Note that the empirical estimates of \( \varphi \) and \( \xi \) in the measurement equation are consistent with the belief that the realized kernel is roughly an unbiased measurement of (open-to-close) \( h_t \). With close-to-close returns we obtain the following estimates:

\[
\begin{align*}
    h_t &= 0.07 + 0.29 h_{t-1} + 0.87 x_{t-1}, \\
    x_t &= 0.00 + 0.74 h_t - 0.07 z_t + 0.03 (z_t^2 - 1) + u_t
\end{align*}
\]

and it is not surprising that the estimate of \( \varphi \) is less than one in this case. The point estimate of \( \varphi \) suggests that volatility during the ‘open period’ amounts to about 75% of daily volatility.

5.4. Empirical Results for the Log-Linear Realized GARCH Model

In this section we present detailed results for Realized GARCH models with a log-linear specification of the GARCH and measurement equations. We strongly favor the log-linear specification over the linear specification for reasons that will be evident in Section 5.5, where we compare empirical aspects of the two specifications.

5.4.1 Log-Linear Models for SPY (Table II)

Table II presents out empirical results for the log-linear specification using six variants of the Realized GARCH model. For the sake of comparison we use the logarithmic GARCH(1,1) model as the conventional benchmark when comparing the empirical fit in terms of the partial likelihood function (for returns). The left-hand panel has the empirical results for open-to-close SPY returns and the right-hand panel has the corresponding results for close-to-close SPY returns.

From Table II we see that the extended model RG(2,2) Ł, which includes the squared return in the GARCH equation, results in very marginal improvements over the standard model RG(2,2), and the ARCH parameter, \( \alpha \), is clearly insignificant. Comparing the RG(2,2) † with the standard model shows that the leverage function is highly significant. The improvement in the log-likelihood function is almost 100 units.

The robust standard errors suggest that \( \beta_2 \) is significant, when it is actually not the case. This is simply a manifestation of a common problem with standard errors and \( t \)-statistics in the context with collinearity. In this case, \( \log h_{t-1} \) and \( \log h_{t-2} \) are highly collinear, which causes the likelihood surface to be almost flat along lines where \( \beta_1 + \beta_2 \) is constant, while there is sufficient curvature along the axis to make the standard errors small.

The estimates of \( \varphi \) are close to unity, \( \hat{\varphi} \approx 1 \), for both open-to-close and close-to-close returns. This suggests that the realized measure, \( x_t \), is roughly proportional to the conditional variance for
Table II. Results for the log-linear specification

<table>
<thead>
<tr>
<th>Model</th>
<th>Open-to-close returns</th>
<th>Close-to-close returns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G (1,1)</td>
<td>RG (1,1)</td>
</tr>
<tr>
<td>(\omega)</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>(0.01)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>(\beta_1)</td>
<td>0.96</td>
<td>0.55</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>(0.01)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>(\gamma_1)</td>
<td>-0.44</td>
<td>-0.44</td>
</tr>
<tr>
<td>(\psi)</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>(\sigma_u)</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>(\tau_1)</td>
<td>-0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>(\tau_2)</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>(\ell (r, x))</td>
<td>-2395.6</td>
<td>-2388.8</td>
</tr>
</tbody>
</table>

Panel B: Auxiliary statistics

| \(\pi\)              | 0.988   | 0.975    | 0.986    | 0.976    | 0.999    | 0.999    | 0.988   | 0.974    | 0.975    | 0.999    | 0.999    | 0.999    | 0.999    |
| \(\rho\)             | -0.18   | -0.18    | -0.19    | -0.16    | -0.19    | -0.16    | -0.06   | -0.27    | -0.25    | -0.25    | -0.25    | -0.28    | -0.28    |
| \(\rho^-\)           | -0.33   | -0.32    | -0.32    | -0.35    | -0.35    | -0.35    | -0.31   | -0.29    | -0.28    | -0.28    | -0.28    | -0.28    | -0.31    |
| \(\rho^+\)           | 0.12    | 0.12     | 0.13     | 0.13     | 0.14     | 0.14     | -0.03   | -0.03    | -0.03    | -0.03    | -0.03    | -0.04    | -0.02    |
| \(\ell (r)\)         | -1752.7 | -1712.0  | -1710.3  | -1711.4  | -1712.3  | -1708.9  | -1709.6 | -1938.2  | -1876.5  | -1875.5  | -1876.1  | -1875.7  | -1874.9  |

Note: G(1,1) denotes the LGARCH(1,1) model, which does not utilize a realized measure of volatility. RG(2,2) denotes the Realized GARCH(2,2) model without the \(\tau(\cdot)\) function, which captures the dependence between returns and innovations in volatility. RG(2,2)* is the RG(2,2) extended to include the ARCH-term \(\alpha \log r^2_{t-1}\). The latter is insignificant. Standard errors (in parentheses) are robust standard errors based on the sandwich estimator \(\hat{\sigma}_w^2, \hat{\sigma}_u^2\). DOI: 10.1002/jae
both open-to-close returns and close-to-close returns. The fact that \( \xi \) is estimated to be smaller (more negative) for close-to-close returns than for open-to-close returns simply reflects that the realized measure is computed over an interval that spans a shorter period than close-to-close returns.

In terms of partial log-likelihood function, \( \ell(r) \), the Realized GARCH models clearly dominate the conventional logarithmic GARCH(1,1). The corresponding results for the Realized GARCH models based on a linear specification are reported as supporting information in a separate Web Appendix. These show that the log-linear specification dominates the linear specification. In the RG(2,2)*, which includes \( \log r_{t-1}^2 \) in the GARCH equation, we replace about 10 squared zero close-to-close returns with the truncation parameter \( \varepsilon \). The standard errors in this model are rather sensitive to the value of the truncation parameter. The problem disappears if we use a smaller truncation parameter, but the smaller truncation parameter also causes the performance of the LGARCH to deteriorate substantially.

5.4.2 Log-Linear RealGARCH(1,2) for All Stocks (Table III)
Table III shows the parameter estimates for the log-linear Realized GARCH(1,2) model for all 29 assets. The empirical results are based on open-to-close returns. We observe that the estimates are remarkably similar across the stocks that span different sectors and have varying market dynamics. The conditional correlations, \( \rho^- \) and \( \rho^+ \), reveal a strong asymmetry for the index fund, SPY, since \( \hat{\rho}^- = -0.32 \) and \( \hat{\rho}^+ = 0.13 \). For the individual stocks the asymmetry is less pronounced, which is consistent with the existing literature (see, for example, Yu, 2008, and reference therein). However, two stocks, CVX and XOM, have strong asymmetries of the same magnitude as the index fund, SPY.

5.4.3 News Impact Curve (Figure 1)
The leverage function, \( \tau(z) \), is closely related to the news impact curve that was introduced by Engle and Ng (1993). High-frequency data facilitate a more detailed study of the news impact curve than is possible with daily returns. Chen and Ghysels (2011) study the news impact curve in this context, but their approach is very different from ours. However, the shape of the news impact curve they estimate is very similar to ours. The news impact curve shows how volatility is impacted by a shock to the price, and our Hermite specification for the leverage function presents a very flexible framework for estimating this effect. In the log-linear specification we define the news impact curve by \( v(z) = E(\log h_{t+1}|z_t = z) - E(\log h_{t+1}) \), so that \( 100v(z) \) measures the percentage impact on volatility as a function of a return shock that is measured in units of its standard deviation. Here we have \( v(z) = \gamma_1 \tau(z) \) (see Section 2). We have estimated the log-linear RealGARCH(1,2) model for both IBM and SPY using a flexible leverage function based on the first four Hermite polynomials. The point estimates are \( (\hat{\tau}_1, \hat{\tau}_2, \hat{\tau}_3, \hat{\tau}_4) = (-0.036, 0.090, 0.001, -0.003) \) for IBM and \( (\hat{\tau}_1, \hat{\tau}_2, \hat{\tau}_3, \hat{\tau}_4) = (-0.068, 0.081, 0.014, 0.002) \) for SPY. Note that the Hermite polynomials of orders three and four add little beyond the first two polynomials. The news impact curves implied by these estimates are presented in Figure 1.

The estimated news impact curve for IBM is more symmetric about zero than that of SPY, and this empirical result is fully consistent with the existing literature. The most common approach to model the news impact curve is to adopt a specification with a ‘kink’ at zero, such as that used in the EGARCH model by Nelson (1991), \( \tau(z) = \tau_1z + \tau_+(|z| - E|z|) \). We also estimated the leverage functions with the piecewise linear function, which leads to similar empirical results. Specifically, the implied news impact curves have the most pronounced asymmetry for the index fund, SPY, and the two oil-related stocks: CVX and XOM. However, the likelihood function tends to be larger with the polynomial leverage function, \( \tau(z) = \tau_1z + \tau_2(z^2 - 1) \), and the polynomial specification simplifies the likelihood analysis.
5.4.4 In-Sample and Out-of-Sample Log-Likelihood Results

Table IV presents likelihood ratio statistics using open-to-close returns. The inference we draw from these statistics is that RealGARCH(1,2) is generally a good model. Moreover, the leverage function is highly significant, whereas \( \alpha \) is insignificant.

The statistics in panel A are conventional likelihood ratio statistics:

\[
LR_i = 2(\ell_{RG(2,2)}^i(r,x) - \ell_i(r,x)), \quad i = 1, \ldots, 5
\]

where each of the five smaller models are benchmarked against the largest model. The largest model is the log-linear RealGARCH(2,2) model, which includes the squared returns in the GARCH equation (in addition to the realized measure). In the QMLE framework the limit distribution of likelihood ratio statistic, \( LR_i \), is usually given as a weighted sum of \( \chi^2 \)-distributed random variables. Thus comparing the \( LR_i \) with the usual critical value of a \( \chi^2 \) distribution is only indicative of significance. The \( LR \) statistics in the column labeled ‘(2,2)’ are small in most cases, so there is little evidence that \( \alpha \) is significant. This is consistent with the existing literature, since squared returns are typically found to be insignificant once a realized measure is included in the GARCH equation. The \( LR \) statistics in column ‘(2,2)\text{'} are well over 100 in all cases. This shows that the leverage function, \( \tau(z_i) \), is highly significant. Similarly, the \( LR \) statistics show that the hypothesis, \( \beta_2 = \gamma_2 = 0 \), is rejected in most cases. Therefore the empirical evidence does not support a simplification of the model to the RealGARCH(1,1). The results for the two sub-hypotheses \( \beta_2 = 0 \) and \( \gamma_2 = 0 \) are less conclusive. The likelihood ratio statistics for the hypothesis
Figure 1. News impact curve for IBM and SPY

\( \beta_2 = 0 \) (which is given as the difference between the statistics in columns ‘(1,2)’ and ‘(2,2)’) are on average 5.7 = 9.6 – 3.9. In a correctly specified model, this would be borderline significant. The LR statistics for the hypothesis \( \gamma_2 = 0 \) tend to be larger with an average value of 16.6 = 20.5 – 3.9. Thus the empirical evidence favors the RealGARCH(1,2) model over the RealGARCH(2,1) model.

The statistics in panel B are out-of-sample likelihood ratio statistics, defined by

\[
\sqrt{\frac{n}{m}} \{ \ell_{\text{RG}(2,2)}^2 (r, x) - \ell_j (r, x) \},
\]

where \( n \) and \( m \) denote the sample sizes, in-sample and out-of-sample, respectively. The in-sample estimates are simply plugged into the out-of-sample log-likelihood function. The asymptotic distribution of the out-of-sample LR statistic is non-standard. However, in a nested comparison where the larger model has \( k \) additional parameters (which are all zero in population), it can be shown that

\[
\sqrt{\frac{n}{m}} \{ \ell_i (r, x) - \ell_j (r, x) \} \xrightarrow{d} Z_1^\top \Lambda Z_2, \quad \text{as} \quad m, n \to \infty \quad \text{with} \quad m/n \to 0
\]

where \( Z_1 \) and \( Z_2 \) are independent \( Z_i \sim N_k(0, I) \), and \( \Lambda \) is a diagonal matrix with eigenvalues from \( I^{-1} \mathcal{J} \) (see Hansen, 2009). For correctly specified models (\( \Lambda = I \)) the (two-sided) critical values can be inferred from the distribution of \( |Z_1^\top Z_2| \). For \( k = 1 \) the 5% and 1% critical values are 2.25 and 3.67, respectively, and for two degrees of freedom (\( k = 2 \)), these are 3.05 and 4.83, respectively. Although our model is likely to be misspecified to some degree, we will later argue that the log-linear Gaussian specification is not very misspecified. Therefore we will take these critical values as reasonable approximations. Compared to these critical values we find, on average, significant evidence in favor of a model with more lags than RealGARCH(1,1). The statistical evidence in favor of a leverage function is again very strong. Adding the ARCH parameter, \( \alpha \), will (on average) result in a worse out-of-sample log-likelihood. On average, we have a tie between the three models: RealGARCH(1,2), RealGARCH(2,1), and RealGARCH(2,2).
### Table IV. In-sample and out-of-sample likelihood ratio statistics

<table>
<thead>
<tr>
<th></th>
<th>Panel A: In-sample likelihood ratio</th>
<th>Panel B: Out-of-sample likelihood ratio</th>
<th>Panel C: Out-of-sample partial likelihood ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1,1) (1,2) (2,1) (2,2) (2,2)† (2,2)*</td>
<td>(1,1) (1,2) (2,1) (2,2) (2,2)† (2,2)*</td>
<td>G11 (1,1) (1,2) (2,1) (2,2) (2,2)† (2,2)*</td>
</tr>
<tr>
<td>AA</td>
<td>24.0 8.3 11.7 3.9 187.4 0</td>
<td>6.9 4.5 64.0 0 21.9 0.1</td>
<td>4.6 3.3 1.4 2.6 0.0 0.6</td>
</tr>
<tr>
<td>AIG</td>
<td>43.8 15.2 20.6 14.2 201.2 0</td>
<td>15.7 −0.2 6.0 0 25.5 12.5</td>
<td>56.1 9.3 5.9 7.4 6.0 0.0</td>
</tr>
<tr>
<td>AXP</td>
<td>30.5 25.0 26.0 0.0 197.0 0</td>
<td>1.2 2.7 15.0 0 13.3 0.2</td>
<td>24.0 0.0 0.3 1.3 1.7 1.4</td>
</tr>
<tr>
<td>BA</td>
<td>34.8 6.0 18.8 0.0 197.1 0</td>
<td>−1.4 0.4 −2.6 0 24.5 0.0</td>
<td>1.1 0.6 1.8 1.7 0.0 0.3</td>
</tr>
<tr>
<td>BAC</td>
<td>46.3 5.9 20.5 5.1 198.8 0</td>
<td>8.0 −0.7 −0.3 0 56.5 −2.8</td>
<td>147.9 4.1 0.6 0.0 1.5 19.7 0.9</td>
</tr>
<tr>
<td>C</td>
<td>26.8 9.5 16.0 6.3 228.4 0</td>
<td>1.3 −2.7 −2.5 0 −0.1 −7.2</td>
<td>26.9 0.3 0.9 0.5 1.1 0.0 0.4</td>
</tr>
<tr>
<td>CAT</td>
<td>39.8 2.3 13.8 1.6 227.3 0</td>
<td>1.7 −1.0 −4.2 0 9.0 2.2</td>
<td>47.3 0.1 0.8 0.0 1.0 1.6 1.5</td>
</tr>
<tr>
<td>CYX</td>
<td>17.7 0.1 3.5 0.0 194.6 0</td>
<td>5.3 0.0 2.2 0 20.8 −0.1</td>
<td>30.1 0.6 0.3 0.2 0.3 0.0 0.3</td>
</tr>
<tr>
<td>DD</td>
<td>31.1 10.8 15.9 6.1 167.0 0</td>
<td>4.6 4.1 3.0 0 −7.1 6.9</td>
<td>19.2 1.2 1.5 1.5 1.2 1.4 0.0</td>
</tr>
<tr>
<td>DIS</td>
<td>57.7 12.6 33.1 0.0 213.7 0</td>
<td>4.8 4.8 3.7 0 24.3 0.0</td>
<td>35.4 0.0 2.0 1.4 0.8 1.1 0.8</td>
</tr>
<tr>
<td>GE</td>
<td>37.7 12.6 20.2 12.2 200.3 0</td>
<td>14.1 0.6 5.9 0 9.3 0.6</td>
<td>41.6 0.9 0.0 0.6 0.0 0.3 0.7</td>
</tr>
<tr>
<td>GM</td>
<td>62.7 18.8 39.9 18.4 319.9 0</td>
<td>17.0 −0.2 6.8 0 7.2 14.6</td>
<td>57.5 1.4 0.0 0.2 0.0 0.3 0.9</td>
</tr>
<tr>
<td>HD</td>
<td>29.8 4.0 14.4 2.0 201.3 0</td>
<td>2.2 −1.0 −1.0 0 28.9 0.5</td>
<td>45.5 0.9 0.0 0.1 0.2 2.1 0.4</td>
</tr>
<tr>
<td>IBM</td>
<td>28.5 16.2 20.2 1.0 176.7 0</td>
<td>3.3 −0.1 1.0 0 25.0 −0.2</td>
<td>12.0 0.4 0.5 0.7 0.1 0.3 0.0</td>
</tr>
<tr>
<td>INTC</td>
<td>75.9 13.9 47.8 9.7 130.8 0</td>
<td>0.9 0.1 −3.4 0 36.8 19.1</td>
<td>133.1 1.7 0.5 0.2 0.0 0.1 1.8</td>
</tr>
<tr>
<td>JNJ</td>
<td>34.6 1.3 4.8 0.1 235.4 0</td>
<td>7.1 −0.8 2.0 0 30.7 0.2</td>
<td>21.8 0.4 0.0 0.1 0.1 0.1 0.0</td>
</tr>
<tr>
<td>JPM</td>
<td>50.7 3.5 23.6 1.9 213.5 0</td>
<td>0.3 −2.5 −5.4 0 −3.6 −0.6</td>
<td>34.9 0.0 1.3 0.1 1.6 2.0 1.6</td>
</tr>
<tr>
<td>KO</td>
<td>39.7 22.0 28.3 0.0 186.1 0</td>
<td>2.1 −2.8 −1.0 0 22.6 0.0</td>
<td>5.6 0.4 0.6 0.0 0.5 0.9 0.5</td>
</tr>
<tr>
<td>MCD</td>
<td>54.8 2.9 26.1 0.8 278.6 0</td>
<td>−13.0 −0.6 −9.3 0 47.4 1.4</td>
<td>6.8 0.0 1.5 0.2 1.8 2.0 1.7</td>
</tr>
<tr>
<td>MMM</td>
<td>32.0 6.7 20.4 0.1 183.5 0</td>
<td>−2.4 −0.2 −2.8 0 24.5 −0.1</td>
<td>14.5 0.0 1.9 0.9 1.4 1.0 1.4</td>
</tr>
<tr>
<td>MRK</td>
<td>64.6 12.0 10.6 2.9 309.0 0</td>
<td>−3.4 −2.5 −1.2 0 32.4 0.4</td>
<td>11.8 0.0 1.6 1.7 1.9 2.4 1.8</td>
</tr>
<tr>
<td>MSFT</td>
<td>37.3 11.5 20.5 10.2 186.1 0</td>
<td>8.3 4.2 7.1 0 17.0 4.1</td>
<td>37.1 0.1 0.5 0.4 0.0 0.2 0.1</td>
</tr>
<tr>
<td>PG</td>
<td>36.5 3.0 12.3 2.9 160.4 0</td>
<td>−1.3 0.3 −0.4 0 35.0 1.0</td>
<td>24.8 0.0 1.4 0.6 1.3 1.5 1.7</td>
</tr>
<tr>
<td>T</td>
<td>69.8 4.8 39.0 0.0 198.3 0</td>
<td>19.7 −0.3 13.5 0 35.1 −0.2</td>
<td>19.2 2.8 0.2 2.6 0.0 1.7 0.0</td>
</tr>
<tr>
<td>UTX</td>
<td>39.6 21.6 29.0 0.0 223.7 0</td>
<td>5.8 −2.0 1.2 0 33.1 −0.4</td>
<td>12.3 1.4 0.2 0.9 0.2 0.0 0.1</td>
</tr>
<tr>
<td>VZ</td>
<td>31.5 4.3 13.2 0.5 188.7 0</td>
<td>15.0 3.2 11.1 0 16.6 −1.3</td>
<td>8.7 3.5 0.7 2.8 0.3 0.0 0.1</td>
</tr>
<tr>
<td>WMT</td>
<td>36.2 12.0 25.0 8.3 190.0 0</td>
<td>−7.2 −3.8 −7.9 0 28.7 9.4</td>
<td>30.5 0.0 0.6 0.0 1.3 1.4 2.6</td>
</tr>
<tr>
<td>XOM</td>
<td>14.7 1.1 4.3 0.9 234.0 0</td>
<td>5.7 −0.1 1.0 0 27.9 0.6</td>
<td>21.6 0.0 0.5 0.3 0.5 0.5 0.5</td>
</tr>
<tr>
<td>SPY</td>
<td>25.3 11.6 17.9 4.2 225.6 0</td>
<td>6.3 −1.2 1.9 0 24.4 1.4</td>
<td>40.8 0.8 0.6 0.7 0.0 2.5 1.3</td>
</tr>
<tr>
<td>Average</td>
<td>39.8 9.6 20.5 3.9 208.8 0</td>
<td>4.4 0.1 1.1 0 23.0 2.1</td>
<td>33.5 1.2 1.0 1.0 0.8 1.6 1.0</td>
</tr>
</tbody>
</table>
In panel C, we report partial out-of-sample likelihood ratio statistics that are defined by \(2\{\max_i \ell_i(r|x) - \ell_j(r|x)\}\). These LR statistics are based on the partial likelihood for returns, which enables us to compare the empirical fit to the conventional LGARCH. Again we see that the Realized GARCH models strongly dominate the LGARCH(1,1) model. This is impressive because the Realized GARCH models are not seeking to maximize the partial likelihood, as is the objective for the LGARCH model.\(^4\)

5.5. A Comparison of the Linear and Log-Linear Specifications

One of the reasons we prefer the log-linear Gaussian specification over the linear Gaussian specification is that the former is much less at odds with the data. The log-linear specification results in far less heteroskedasticity, as is evident from Figure 2. The left-hand panel is a scatter plot of \(x_t\) against \(\hat{h}_t\), (for the linear RealGARCH(1,2) model) and the right-hand panel is a scatter plot of \(\log x_t\) against \(\log \hat{h}_t\), (for the log-linear RealGARCH(1,2) model). The two models produce very similar value for \(h_t\); however, there is obviously a very pronounced degree of heteroskedasticity in the linear models. The linear model may be improved by modifying the leverage function, but our point is that the simple measurement equation does a good job within the log-linear specification. Homoskedastic errors are not essential for the QMLEs but heteroskedasticity causes the QMLE to be inefficient. Moreover, misspecification causes the likelihood ratio statistic to have an asymptotic distribution that is a weighted sum of \(\chi^2(1)\)-distributed random variables, rather than a pure sum of such. Comparing likelihood ratio statistics with critical values to a standard \(\chi^2\)-distribution, as an approximation, becomes dubious when the model is highly misspecified.

Figure 3 presents additional evidence in favor of log-linear specification, and shows that the leverage function is critical for the validity of the assumed independence between \(z_t\) and \(u_t\). The figure has four scatter plots of the residuals, \(\{z_t, \hat{u}_t\}_{t=1}^n\), where each scatter plot corresponds to a particular specification. The upper panels in Figure 3 are for the linear specification and the two lower panels are for the log-linear specification. Left panels are based on residuals obtained without a leverage function (i.e. \(\tau(z) = 0\)), and those on the right are the residuals obtained with a quadratic specification for \(\tau(z)\). Ideally the scatter plot would look like one of two independent Gaussian distributed random variables. The upper panels are clearly at odds with this, which

\[^4\]The asymptotic distribution of these statistics is very non-standard (and generally unknown) because we are comparing a model that maximizes the partial likelihood (the LGARCH(1,1) model) with models that maximize a joint likelihood (the Realized GARCH models).
Figure 3. Scatter plots of the residuals, $(\tilde{z}_t, \tilde{u}_t)$, obtained with four different RealGARCH(1,2) models. The upper panels are for the linear specification and the lower panels are for the log-linear specification. The left-hand panels are for models without a leverage function and the right-hand panels are with a quadratic leverage function. The log-linear specification with the leverage function is clearly best suited for the Gaussian structure of the quasi log-likelihood function. This figure is available in color online at wileyonlinelibrary.com/journal/jae

confirms that the linear specification is highly misspecified. The lower-left panel is the log-linear specification without a leverage function, and it clearly reveals unmodeled dependence between $z_t$ and $u_t$. The log-linear model with quadratic leverage function (lower-right panel) offers a much better agreement with the underlying assumptions.

The fact that the log-linear model is far less misspecified than the linear model can also be illustrated by comparing robust and non-robust standard errors. In Table V we have computed standard errors using those of the two information matrices (the diagonal elements of $\mathcal{T}^{-1}$ and $J^{-1}$) and the robust standard errors computed from the diagonal of $\mathcal{T}^{-1} J \mathcal{T}^{-1}$. In a correctly specified model these standard errors should be in agreement. This is obviously not the case for the linear specification, whereas there is better agreement with the log-linear specification.
6. MOMENTS, FORECASTING, AND INSIGHT ABOUT THE REALIZED MEASURE

In this section we discuss the skewness and kurtosis (for cumulative returns) that the Realized GARCH model can generate for realistic values of the parameters and we discuss issues related to multi-period forecasting in the Realized GARCH context.

6.1. Properties of Cumulative Returns: Skewness and Kurtosis

We consider the skewness and kurtosis for returns generated by a Realized GARCH model. Some analytical results in closed form can be derived for the linear Realized GARCH model. These results are given as supporting information in a separate Web Appendix. Here we will focus on the log-linear Realized GARCH model. We have the following results for the kurtosis of a single period return.

Proposition 1. Consider the log-linear RealGARCH(1,1) model and define

$$\log h_t = \pi \log h_{t-1} + \mu + \gamma \omega_{t-1}, \quad \text{where} \quad w_t = \tau_1 z_t + \tau_2 (z_t^2 - 1) + u_t$$

with $z_t \sim \text{i.i.d.} N(0, 1)$ and $u_t \sim \text{i.i.d.} N(0, \sigma_u^2)$. The kurtosis of the return $r_t = \sqrt{h_t} z_t$ is given by

$$\frac{E(r_t^4)}{E(r_t^2)^2} = 3 \left( \prod_{i=0}^{\infty} \frac{1 - 2\pi^i \gamma \tau_2}{1 - 4\pi^i \gamma \tau_2} \right) \exp \left\{ - \gamma \tau_2 \sum_{i=0}^{\infty} \frac{\pi^{2i} \gamma^2 \tau_1^2}{1 - 6\pi^i \gamma \tau_2 + 8\pi^{2i} \gamma^2 \tau_2^2} \right\} \exp \left\{ \frac{\gamma^2 \sigma_u^2}{1 - \pi^2} \right\}$$

(8)

There does not appear to be a way to further simplify expression (8); however, when $\gamma \tau_2$ is small, as we found it to be empirically, we have the approximation

$$\frac{E(r_t^4)}{E(r_t^2)^2} \approx 3 \exp \left\{ - \gamma^2 \tau_2^2 \log \pi + \frac{\gamma^2 (\tau_1^2 + \sigma_u^2)}{1 - \pi^2} \right\}$$

(see the Web Appendix for details). The skewness for single period returns is non-zero, if and only if the Studentized return, $z_t$, has non-zero skewness. This follows directly from the identity $r_t = \sqrt{h_t} z_t$, and the assumption that $z_t \perp h_t$, which shows that $E(r_t^3) = E(h_t^{3/2} z_t^d) = E[E(h_t^{d/2} | F_{t-1})] = E(h_t^{d/2}) E(z_t^d)$, and in particular that $E(r_t^3) = E(h_t^{3/2}) E(z_t^3)$. Thus a symmetric...
distribution for \( z_t \) implies that \( r_t \) has zero skewness, and this is a property that is shared by the standard GARCH model and the Realized GARCH model alike.

For the skewness and kurtosis of cumulative returns, \( r_t + \ldots + r_{t+k} \), the situation is very different, because the leverage function induces skewness. For this problem we resort to simulation methods using a design based on our empirical estimates for log-linear Realized GARCH(1,2) model that we obtained for the SPY open-to-close returns. The skewness and kurtosis of cumulative returns are shown in Figure 4, and it is evident that the Realized GARCH model can produce strong and persistent skewness and kurtosis.

![Figure 4](image_url)

Figure 4. Skewness and kurtosis of cumulative returns from a Realized GARCH model with the log-linear specification. The x-axis gives the number of periods (days) over which returns are accumulated. This figure is available in color online at wileyonlinelibrary.com/journal/aje
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6.2. Multi-period Forecast

The Realized GARCH model can be used to predict both the conditional return variance and the realized measure. The latter has been the subject of a very active literature (see, for example, Andersen et al., 2003, 2004, 2005, 2007, 2011b).

One of the main advantages of having a complete specification, i.e. a model that fully describes the dynamic properties of \( x_t \), is that multi-period-ahead forecasting is feasible. In contrast, the GARCH-X model can only be used to make one-step-ahead predictions. Multi-period-ahead predictions are not possible without a model for \( x_t \), such as the one implied by the measurement equation in the Realized GARCH model.

Multi-period-ahead predictions with the Realized GARCH model is straightforward for both the linear and log-linear Realized GARCH models. Let \( \tilde{h}_t \) denote either \( h_t \) or \( \log h_t \), and consider first the case where \( p = q = 1 \). By substituting the GARCH equation into the measurement equation we obtain the VARMA(1,1) structure

\[
\begin{bmatrix}
\tilde{h}_t \\
\tilde{x}_t
\end{bmatrix} = \begin{bmatrix}
\beta & \gamma \\
\varphi \beta & \varphi \gamma
\end{bmatrix} \begin{bmatrix}
\tilde{h}_{t-1} \\
\tilde{x}_{t-1}
\end{bmatrix} + \begin{bmatrix}
\omega \\
\xi + \varphi \omega
\end{bmatrix} + \begin{bmatrix}
0 \\
\tau(z_t) + u_t
\end{bmatrix}
\]

which can be used to generate the predictive distribution of future values of \( \tilde{h}_t \), \( \tilde{x}_t \), as well as returns \( r_t \), using

\[
\begin{bmatrix}
\tilde{h}_{t+k} \\
\tilde{x}_{t+k}
\end{bmatrix} = \begin{bmatrix}
\beta & \gamma \\
\varphi \beta & \varphi \gamma
\end{bmatrix}^h \begin{bmatrix}
\tilde{h}_t \\
\tilde{x}_t
\end{bmatrix} + \sum_{j=0}^{k-1} \begin{bmatrix}
\beta & \gamma \\
\varphi \beta & \varphi \gamma
\end{bmatrix}^j \begin{bmatrix}
\omega \\
\xi + \varphi \omega
\end{bmatrix} + \begin{bmatrix}
0 \\
\tau(z_{t+h-j}) + u_{t+h-j}
\end{bmatrix}
\]

This is easily extended to the general case \( (p, q \geq 1) \) where we have \( Y_t = A Y_{t-1} + b + \varepsilon_t \), with the conventions

\[
Y_t = \begin{bmatrix}
\tilde{h}_t \\
\vdots \\
\tilde{h}_{t-p+1} \\
\tilde{x}_t \\
\vdots \\
\tilde{x}_{t-q+1}
\end{bmatrix}, \quad A = \begin{pmatrix}
(\beta_1, \ldots, \beta_p) \\
(I_{p-1 \times p-1}, 0_{p-1 \times 1}) \\
\varphi(\beta_1, \ldots, \beta_p) \\
0_{q-1 \times p}
\end{pmatrix}, \quad b = \begin{pmatrix}
(\gamma_1, \ldots, \gamma_q) \\
0_{p-1 \times q} \\
\varphi(\gamma_1, \ldots, \gamma_q) \\
(I_{q-1 \times q-1}, 0_{q-1 \times 1})
\end{pmatrix}
\]

so that \( Y_{t+k} = A^k Y_t + \sum_{j=0}^{k-1} A^j (b + \varepsilon_{t+k-j}) \). The predictive distribution for \( \tilde{h}_{t+h} \) and/or \( \tilde{x}_{t+h} \) is given from the distribution of \( \sum_{i=0}^{h-1} A^i \varepsilon_{t+i} \), which also enables us to compute a predictive distribution for \( r_{t+k} \) and cumulative returns \( r_{t+1} + \ldots + r_{t+k} \). An advantage of the linear specification is that it directly produces a point forecast of future volatility, \( (h_{t+1}, \ldots, h_{t+k}) \). With the log-linear specification one would have to account for distributional aspects of \( \log h_{t+k} \) in order to produce an unbiased forecast of \( h_{t+k} \). This should not be a major obstacle because the log-linear Gaussian specification appears to work well with these data. Note that one is not required to generate auxiliary future values of \( \tilde{h}_t \) or the distribution of future (cumulative) returns. The reason is that the innovations \( z_t \) and \( u_t \) are sufficient for generating the volatility path (and returns).
7. CONCLUSION

In this paper we have proposed a complete model for returns and realized measures of volatility, $x_t$, where the latter is tied directly to the conditional volatility $h_t$. We have demonstrated that the model is straightforward to estimate and offers a substantial improvement in the empirical fit, relative to standard GARCH models based on daily returns only. The model is informative about realized measurement, such as its accuracy.

Our empirical analysis can be extended in a number of ways. For instance, inclusion of a jump-robust realized measure would be an interesting extension, because Andersen et al. (2007) have shown that the predictability in volatility is largely driven by the continuous component of volatility. Moreover, Bollerslev et al. (2009) have found that the leverage effect primarily acts through the continuous volatility component. Another possible extension is to introduce a bivariate model of open-to-close and close-to-open returns as an alternative to modeling close-to-close returns (see Andersen et al., 2011a).

The Realized GARCH framework is naturally extended to a multi-factor structure, e.g. with $m$ realized measures and $k$ latent volatility variables, the Realized GARCH model discussed in this paper corresponds to the case $k = 1$, whereas the MEM framework corresponds to the case $m = k$. Such a hybrid framework would enable us to conduct an inference about the number of latent factors, $k$. We could, in particular, test the one-factor structure used in this paper against the multi-factor structure implied by MEM.
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APPENDIX: PROOFS

Proof of Proposition 1

The first result follows by substituting \( \log x_t = \varphi \log h_t + \xi + w_t \) and \( \log r_t^2 = \log h_t + \kappa + v_t \) into the GARCH equation and rearranging. Next, we substitute \( \log h_t = (\log x_t - \xi - w_t)/\varphi \), \( \log r_t^2 = (\log x_t - \xi - w_t)/\varphi + \kappa + v_t \), and multiply by \( \varphi \), and find

\[
\log x_t - \xi - w_t = \varphi \omega + \sum_{i=1}^{p+q} (\beta_i + \alpha_i)(\log x_{t-i} - \xi - w_{t-i}) + \varphi \sum_{j=1}^{q} \gamma_j \log x_{t-j} + \varphi \sum_{j=1}^{q} \alpha_j(\kappa + v_{t-j})
\]

so with \( \pi_i = \alpha_i + \beta_i + \gamma_i \varphi \) we have

\[
\log x_t = \xi (1 - \beta_* - \alpha_*) + \varphi \kappa \alpha_* + \varphi \omega + \sum_{i=1}^{p+q} \pi_i \log x_{t-i} + w_t - \sum_{i=1}^{p} (\alpha_i + \beta_i)w_{t-i} + \varphi \sum_{j=1}^{q} \alpha_j v_{t-j}
\]

When \( \varphi = 0 \) the measurement equation shows that \( \log x_t \) is an i.i.d. process. \( \square \)

Proof of Lemma 1

First note that \( \frac{\partial g'_t}{\partial \lambda} = (0, \hat{h}_{t-1}, \ldots, \hat{h}_{t-p}, 0_{p+q+1 \times q}) =: \hat{H}_{t-1} \). Thus from the GARCH equation \( \hat{h}_t = \lambda' g_t \) we have \( \hat{h}_t = \frac{\partial g'_t}{\partial \lambda} \lambda + g_t = \hat{H}_{t-1} \lambda + g_t = \sum_{i=1}^{p} \beta_i \hat{h}_{t-i} + g_t \). Similarly, the second-order derivative is given by

\[
\hat{h}_t = \frac{\partial g''_t}{\partial \lambda^2} = \frac{\partial g'_t}{\partial \lambda} + \hat{H}_{t-1} \lambda = \hat{H}'_{t-1} + \hat{H}_{t-1} + \sum_{i=1}^{p} \beta_i \frac{\partial \hat{h}_{t-i}}{\partial \lambda'}
\]

\[
= \sum_{i=1}^{p} \beta_i \hat{h}_{t-i} + \hat{H}'_{t-1} + \hat{H}_{t-1}
\]

For the starting values we observe the following. Regardless of \( (\hat{h}_0, \ldots, \hat{h}_{p-1}) \) being treated as fixed or as a vector of unknown parameters, we have \( \hat{h}_s = \hat{h}_s = 0 \). Given the structure of \( \hat{h}_t \) this implies \( \hat{h}_1 = 0 \). When \( p = q = 1 \) it follows immediately that \( \hat{h}_t = \sum_{j=0}^{t-1} \beta^j g_{t-j} \). Similarly we have

\[
\hat{h}_t = \sum_{j=0}^{t-1} \beta^j (\hat{H}_{t-1-j} + \hat{H}_{t-1-j}) = \sum_{j=0}^{t-1} \beta^j (H_{t-1-j} + H_{t-1-j}) \text{, where } H_t = (0_{3 \times 1}, \hat{h}_t, 0_{3 \times 1}) \text{ and where the second equality follows by } \hat{H}_0 = 0.
\]

The result now follows from

\[
\sum_{i=0}^{t-2} \beta^i \hat{h}_{t-1-i} = \sum_{i=0}^{t-2} \sum_{j=0}^{t-i-1} \beta^j g_{t-1-i-j} = \sum_{i=0}^{t-2} \beta^i \sum_{k=0}^{t-2} \beta^{k-i} g_{t-k} = \sum_{i=0}^{t-2} \sum_{k=i}^{t-1} \beta^{k-i} g_{t-k} = \sum_{k=1}^{t-1} k \beta^{k-1} g_{t-k}
\]

\( \square \)
Proof of Proposition 2

Recall that \( u_t = \tilde{x}_t - \psi^t m_t \) and \( \tilde{h}_t = g_t^t \lambda_t \). Thus the derivatives with respect to \( \tilde{h}_t \) are given by

\[
\frac{\partial \tilde{u}_t}{\partial \tilde{h}_t} = \frac{\partial u_t}{\partial \tilde{h}_t} \exp \left( -\frac{1}{2} \tilde{h}_t \right) = -\frac{1}{2} \tilde{z}_t^2 \quad \text{so that} \quad \frac{\partial \tilde{z}_t^2}{\partial \tilde{h}_t} = -\tilde{z}_t^2 ,
\]

\[
\dot{\tilde{u}}_t = \frac{\partial \tilde{u}_t}{\partial \tilde{h}_t} = -\varphi + \frac{1}{2} \tilde{z}_t' \tilde{a}_t , \quad \text{and} \quad \ddot{\tilde{u}}_t = \frac{\partial \dot{\tilde{u}}_t}{\partial \tilde{h}_t} = \frac{\partial}{\partial \tilde{h}_t} \left( -\varphi + \frac{1}{2} \tilde{z}_t' \tilde{a}_t \right) = -\frac{1}{4} \tilde{z}_t' (\tilde{z}_t \tilde{a}_t + \tilde{z}_t^2 \tilde{a}_t) .
\]

Thus with \( \ell_t = -\frac{1}{2} \left( \tilde{h}_t + \tilde{z}_t^2 + \log(\sigma_u^2) + u_t^2 / \sigma_u^2 \right) \) we have

\[
\frac{\partial \ell_t}{\partial u_t} = \frac{2 u_t}{\sigma_u^2} \quad \text{and} \quad \frac{\partial \ell_t}{\partial \tilde{h}_t} = -\frac{1}{2} \left( 1 + \frac{\partial \tilde{z}_t^2}{\partial \tilde{h}_t} + \frac{\partial u_t^2 / \partial \tilde{h}_t}{\sigma_u^2} \right) = -\frac{1}{2} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) .
\]

Derivatives with respect to \( \lambda \) are

\[
\frac{\partial \tilde{z}_t^2}{\partial \lambda} = \frac{\partial \tilde{z}_t}{\partial \lambda} \frac{\partial \tilde{h}_t}{\partial \lambda} = -\frac{1}{2} \tilde{z}_t^2 \tilde{h}_t , \quad \frac{\partial u_t}{\partial \lambda} = \frac{\partial u_t}{\partial \tilde{h}_t} \frac{\partial \tilde{h}_t}{\partial \lambda} = \tilde{u}_t \tilde{h}_t , \quad \frac{\partial u_t^2}{\partial \lambda} = \frac{\partial u_t}{\partial \tilde{h}_t} \frac{\partial \tilde{h}_t}{\partial \lambda} = \tilde{u}_t^t \tilde{h}_t , \quad \frac{\partial u_t^t}{\partial \tilde{h}_t} = \frac{\partial u_t}{\partial \tilde{h}_t} \frac{\partial \tilde{h}_t}{\partial \lambda} = \tilde{u}_t \tilde{h}_t ,
\]

and

\[
\frac{\partial \ell_t}{\partial \tilde{h}_t} = \frac{\partial \ell_t}{\partial \lambda} h_t = -\frac{1}{2} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) .
\]

Derivatives with respect to \( \psi \) are

\[
\frac{\partial u_t}{\partial \psi} = -u_t , \quad \frac{\partial u_t^2}{\partial \psi} = u_t^2 - u_t , \quad \frac{\partial u_t^t}{\partial \psi} = -u_t^t ,
\]

\[
\frac{\partial \tilde{z}_t}{\partial \psi} = \frac{\partial \tilde{z}_t}{\partial \lambda} \frac{\partial \tilde{h}_t}{\partial \psi} = -\frac{1}{2} \tilde{z}_t^2 \tilde{h}_t , \quad \frac{\partial \tilde{u}_t}{\partial \psi} = -\tilde{u}_t \tilde{h}_t , \quad \frac{\partial \tilde{u}_t^t}{\partial \psi} = -\tilde{u}_t^t \tilde{h}_t , \quad \frac{\partial \tilde{u}_t^t}{\partial \tilde{h}_t} = -\tilde{u}_t \tilde{h}_t ,
\]

\[
\frac{\partial \ell_t}{\partial \tilde{h}_t} = \frac{\partial \ell_t}{\partial \psi} \tilde{h}_t = -\frac{1}{2} \left( \tilde{u}_t^2 - \tilde{u}_t \right) .
\]

Similarly, \( \frac{\partial \tilde{z}_t}{\partial \lambda} \) and \( \frac{\partial \tilde{z}_t}{\partial \psi} \) are zero. Now we turn to the second-order derivatives:

\[
-2 \frac{\partial^2 \ell_t}{\partial \lambda \partial \psi} = \tilde{h}_t \left( \frac{\partial \tilde{z}_t}{\partial \lambda} + \frac{2}{\sigma_u^2} \left( \tilde{u}_t \frac{\partial u_t}{\partial \psi} + u_t \frac{\partial \tilde{u}_t}{\partial \psi} \right) \right) + \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \frac{\partial \tilde{h}_t}{\partial \psi}
\]

\[
= \tilde{h}_t \left( \tilde{z}_t^2 + \frac{2}{\sigma_u^2} (\tilde{u}_t^2 + u_t^2) \tilde{h}_t \right) + \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \tilde{h}_t
\]

Similarly, since \( \frac{\partial \tilde{z}_t}{\partial \psi} = 0 \) we have

\[
-2 \frac{\partial^2 \ell_t}{\partial \lambda \partial \psi} = \frac{\partial}{\partial \psi} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \tilde{h}_t = \tilde{h}_t \left( \tilde{u}_t \frac{\partial \tilde{u}_t}{\partial \psi} + u_t \frac{\partial \tilde{u}_t}{\partial \psi} \right)
\]

\[
+ \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \frac{\partial \tilde{h}_t}{\partial \psi}
\]

\[
= \tilde{h}_t \left( \tilde{u}_t \frac{\partial \tilde{u}_t}{\partial \psi} + u_t \frac{\partial \tilde{u}_t}{\partial \psi} \right)
\]

\[
-2 \frac{\partial^2 \ell_t}{\partial \lambda \partial \varphi} = \frac{\partial}{\partial \varphi} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \tilde{h}_t = \tilde{h}_t \left( \tilde{u}_t \frac{\partial \tilde{u}_t}{\partial \varphi} + u_t \frac{\partial \tilde{u}_t}{\partial \varphi} \right)
\]

\[
-2 \frac{\partial^2 \ell_t}{\partial \lambda \partial \varphi} = \frac{\partial}{\partial \varphi} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \tilde{h}_t = \tilde{h}_t \left( \tilde{u}_t \frac{\partial \tilde{u}_t}{\partial \varphi} + u_t \frac{\partial \tilde{u}_t}{\partial \varphi} \right)
\]

\[
-2 \frac{\partial^2 \ell_t}{\partial \lambda \partial \varphi} = \frac{\partial}{\partial \varphi} \left( 1 - \tilde{z}_t^2 + \frac{2 u_t u_t^t}{\sigma_u^2} \right) \tilde{h}_t = \tilde{h}_t \left( \tilde{u}_t \frac{\partial \tilde{u}_t}{\partial \varphi} + u_t \frac{\partial \tilde{u}_t}{\partial \varphi} \right)
\]
so that

\[
\frac{\partial^2 \ell_t}{\partial \gamma \partial \psi'} = \frac{u_t}{\sigma_u^2} h_t m_t' + \frac{u_t}{\sigma_u^2} h_t b_t', \quad \text{with} \quad b_t = \left(0, 1, -\frac{1}{2} z_t \dot{a}_t\right)^T,
\]

\[
\frac{\partial^2 \ell_t}{\partial \gamma^2} = -\frac{1}{2} \frac{\partial}{\partial \sigma_u^2} \left(1 - \frac{\sigma_u^2}{\sigma_u^2} \right) h_t = \frac{u_t^2}{\sigma_u^2} h_t, \quad \frac{\partial^2 \ell_t}{\partial \psi \partial \psi'} = -\frac{1}{\sigma_u^2} m_t m_t', \quad \frac{\partial^2 \ell_t}{\partial \psi^2} = -\frac{1}{2} \left(\frac{-1}{\sigma_u^2} + \frac{u_t^2}{\sigma_u^2} \right) = \frac{1}{2} \frac{\sigma_u^2 - 2u_t^2}{\sigma_u^2}
\]

Lemma 2. Let \( W = \tau_1 Z + \tau_2 (Z^2 - 1) + U \), where \( Z \sim N(0, 1) \) and \( U \sim N(0, \sigma_u^2) \). Then

\[
E(\exp[\pi^\gamma W]) = \frac{1}{\sqrt{1 - 2\pi^\gamma \tau_2}} \exp \left\{ \frac{\pi^2 \gamma^2 \tau_1^2}{2(1 - 2\pi^\gamma \tau_2)} - \pi^\gamma \tau_2 + \frac{\pi^2 \gamma^2 \sigma_u^2}{2} \right\}
\]

Proof. We have \( E(e^{aZ + bZ^2 - 1}) \) equals

\[
\int_{-\infty}^{\infty} e^{az + b(z^2 - 1)} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} \, dz = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{2(1-b) - \frac{1}{2}(z-a/2)^2 - \frac{1}{2}(z-a/2)^2} \, dz = \frac{1}{\sqrt{1-b}} e^{a^2 - b/2}
\]

and from the moment-generating function for the Gaussian distribution we have \( E(e^{aU}) = e^{a^2/2} \). Since \( Z \) and \( U \) are independent, we have \( E(\exp[\pi^\gamma W]) = E(\exp[\pi^\gamma \tau_1 Z + \pi^\gamma \tau_2 (Z^2 - 1)])E(\exp[\pi^\gamma U]) = \frac{1}{\sqrt{1 - 2\pi^\gamma \tau_2}} \frac{\pi^2 \gamma^2 \tau_1^2}{2(1 - 2\pi^\gamma \tau_2)} \frac{\pi^2 \gamma^2 \tau_2^2 + \pi^2 \gamma^2 \sigma_u^2}{2} \).

\[
\square
\]

Proof of Proposition 4

We note that

\[
h_t = \exp \left( \sum_{i=0}^{\infty} \pi^i (\mu + \gamma \nu_{t-i}) \right) = e^{\frac{\mu}{1-\pi}} \prod_{i=0}^{\infty} E(\exp(\gamma \pi^i \tau(z_{t-i})))E(\exp(\pi^i \gamma \nu_{t-i})),
\]

\[
h_t^2 = \exp \left( 2 \sum_{i=0}^{\infty} \pi^i (\mu + \gamma \nu_{t-i}) \right) = e^{2\frac{\mu}{1-\pi}} \prod_{i=0}^{\infty} E(2\gamma \pi^i \tau(z_{t-i}))E(\exp(2\pi^i \gamma \nu_{t-i})),
\]

and using results such as Lemma 2 and

\[
E \left( \prod_{i=0}^{\infty} \exp(\pi^i \gamma \nu_{t-i}) \right) = \prod_{i=0}^{\infty} E(\exp(\pi^i \gamma \nu_{t-i})) = \prod_{i=0}^{\infty} e^{\frac{\pi^2 \gamma^2 \sigma_u^2}{2}} = e^{\sum_{i=0}^{\infty} \frac{\pi^2 \gamma^2 \sigma_u^2}{2}} = e^{\frac{\gamma^2 \sigma_u^2}{2}}
\]
where the last equality uses that
\[
\frac{2\pi^2 \gamma^2 \tau_1^2}{(1 - 2\pi' \gamma \tau_2)} - \frac{\pi^2 \gamma^2 \tau_1^2}{(1 - 2\pi' \gamma \tau_2)} = \frac{2\pi^2 \gamma^2 \tau_1^2}{(1 - 4\pi' \gamma \tau_2)(1 - 2\pi' \gamma \tau_2)} = \frac{\pi^2 \gamma^2 \tau_1^2}{(1 - 6\pi' \gamma \tau_2 + 8\pi^2 \gamma^2 \tau_2^2)}
\]