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\textbf{A B S T R A C T}

We extend the analytical results for reduced form realized volatility based forecasting in ABM (2004) to allow for market microstructure frictions in the observed high-frequency returns. Our results build on the eigenfunction representation of the general stochastic volatility class of models developed by Meddahi (2001). In addition to traditional realized volatility measures and the role of the underlying sampling frequencies, we also explore the forecasting performance of several alternative volatility measures designed to mitigate the impact of the microstructure noise. Our analysis is facilitated by a simple unified quadratic form representation for all these estimators. Our results suggest that the detrimental impact of the noise on forecast accuracy can be substantial. Moreover, the linear forecasts based on a simple-to-implement ‘average’ (or ‘subsampled’) estimator obtained by averaging standard sparsely sampled realized volatility measures generally perform on par with the best alternative robust measures.
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1. Introduction

In recent years, the increased availability of complete transaction and quote records for financial assets has spurred a literature seeking to exploit this information in estimating the current level of return volatility. Merton (1980) notes that spot volatility may be inferred perfectly if the asset price follows a diffusion process and a continuous record of prices is available. However, practical implementation presents significant challenges. First, we only observe prices at intermittent and discrete points in time. This induces discretization errors in estimates of current volatility. Second, and more importantly, the recorded prices do not reflect direct observations of a frictionless diffusive process. Market prices are quoted on a discrete price grid with a gap between buying and selling prices, i.e., a bid-ask spread, and different prices may be quoted simultaneously by competing market makers due to heterogeneous beliefs, information and inventory positions. The latter set of complications is referred to jointly as market microstructure effects. Consequently, any observed price does not represent a unique market price but instead an underlying ideal price confounded by an error term reflecting the impact of market microstructure frictions, or “noise”.

The early literature accommodates microstructure noise by sampling prices relatively sparsely to ensure that the intraday returns are approximately mean zero and uncorrelated. As such, the realized volatility estimator, which cumulates intraday squared returns, provides a near unbiased return variation measure; see, e.g., Andersen et al. (2000). Further, as stressed by Andersen and Bollerslev (1998), Andersen et al. (2001), and Barndorff-Nielsen and Shephard (2001), in the diffusive case, and absent microstructure frictions, this estimator is consistent for the integrated variance as the sampling frequency diverges. Importantly, this represents a paradigm shift towards ex-post estimation of (average)
volatility over a non-trivial interval, avoiding the pitfalls associated with estimation of spot volatility when prices embed microstructure distortions.

However, realized volatility computed from sparsely sampled data suffers from a potentially substantial discretization error; see Barndorff-Nielsen and Shephard (2002), Jacod and Protter (1998), and Meddahi (2002a). An entire literature is devoted to improving the estimator. Important contributions include the first-order autocorrelation adjustment by Zhou (1996), the notion of an optimal sampling frequency by Bandi and Russell (2006, 2008) and Aït-Sahalia et al. (2005), the average and two-scale estimator of Zhang et al. (2005), the multi-scale estimator of Zhang (2006), as well as the realized kernel estimator of Barndorff-Nielsen et al. (2008a).

Another key issue concerns the use of realized volatility measures for decision making. Real-time asset allocation, derivatives pricing and risk management is conducted given current (conditional) expectations for the return distribution over the planning horizon. Hence, the measures of current and past volatility must be converted into useful predictors of a future return variation. This critical step is inevitably model-dependent but the realized volatility based forecasting literature is less developed. A number of empirical studies compares the performance of forecasts using realized variation measures to standard stochastic volatility (SV) forecasts as well as option based predictions; see Andersen et al. (2003), Deo et al. (2006), Koopman et al. (2005), and Pong et al. (2004), among others. The realized variation forecasts generally dominate traditional SV model forecasts based on daily data and they perform roughly on par with the options based forecasts. In terms of a more analytic assessment, existing results stem from a handful of simulation studies which, aside from being model specific, typically ignore microstructure effects.\(^\text{3}\)

The model-specific nature of these studies is partially circumvented by Andersen, Bollerslev and Meddahi (henceforth ABM, 2004, 2005). They exploit the eigenfunction stochastic volatility (ESV) framework of Meddahi (2001) in developing analytic expressions for forecast performance spanning all SV diffusion processes commonly used in the literature. This set-up delivers expressions for the optimal linear forecasts based on the history of past realized volatility measures and allows for direct comparison as the sampling frequency of the intraday returns varies or the measurement horizon changes.\(^\text{4}\) It also facilitates analysis of the (artificial) deterioration in forecast performance due to the use of feasible realized volatility measures as ex-post benchmarks for return variation in lieu of the true integrated volatility. Nonetheless, these studies do not account for the impact of microstructure noise on practical measurement and forecast performance. In fact, there is no obvious way to assess this issue analytically for a broad class of models within the existing literature.\(^\text{5}\)

In this paper, we extend the ABM studies by explicitly accounting for microstructure noise in the analytic derivation of realized volatility based forecasts. The literature on this topic is limited to concurrent work by Aït-Sahalia and Mancini (2008) and Ghysels and Sinko (2006). These papers provide complementary evidence as they resort to simulation methods or empirical assessment in order to rank the estimators while also studying data generating processes and forecast procedures not considered here.\(^\text{6}\) For example, Aït-Sahalia and Mancini (2008) include long memory and jump diffusions among the scenarios explored, while Ghysels and Sinko (2006) consider nonlinear forecasting techniques based on the MDAS regression approach. Moreover, a preliminary review of some results, originally derived for this project, is included in García and Meddahi (2006).

The remainder of the paper unfolds as follows. The next section briefly introduces the theoretical framework, including the ESV model and the definition of realized volatility, followed by an enumeration of the analytical expressions for the requisite moments underlying our main theoretical results. Section 3 presents the optimal linear forecasting rules for integrated volatility when the standard realized volatility measure is contaminated by market microstructure noise. We also quantify the impact of noise for forecast performance and explore notions of “optimal” sampling frequency. Moreover, we show how optimally combining intraday squared returns in constructing integrated volatility forecasts does not materially improve upon forecasts relying on realized volatility computed from equally weighted intraday squared returns. Section 4 shows that many robust realized volatility measures, designed to mitigate the impact of microstructure noise, may be conveniently expressed as a quadratic form of intraday returns sampled at the highest possible frequency. This representation, in turn, facilitates the derivation of the corresponding optimal linear integrated volatility forecasts. We find that a simple estimator, obtained by averaging different sparsely sampled standard realized volatility measures (sometimes referred to as a subsampled estimator), is among the best forecast performers. Moreover, the differences among the competing realized volatility estimators can be substantial, highlighting the potential impact of noise for practical forecast performance. For example, we show that feasible realized volatility forecasting regressions based on the “wrong” realized volatility measure may, falsely, suggest near zero predictability, when in fact more than fifty percent of the day-to-day variation in the (latent) integrated volatility is predictable. Section 5 provides concluding remarks. All main proofs are deferred to the technical Appendix.

2. Theoretical framework

2.1. General setup and assumptions

We focus on a single asset traded in a liquid financial market. We assume that the sample-path of the corresponding (latent) price process, \((S^*_t, \ 0 \leq t \leq T)\), is continuous and determined by the stochastic differential equation (sde)

\[
d\log(S^*_t) = \sigma_t dW_t, \tag{2.1}
\]

where \(W_t\) denotes a standard Brownian motion, and the spot volatility process \(\sigma_t\) is predictable and has a continuous sample path. We assume the \(\sigma_t\) and \(W_t\) processes are uncorrelated and, for convenience, we refer to the unit time interval as a day.\(^\text{7}\)

Our primary interest centers on forecasting the (latent) integrated volatility over daily and longer inter-daily horizons. Specifically, we define the one-period integrated volatility,

\[
IV_{t+1} = \int_t^{t+1} \sigma^2_r dr, \tag{2.2}
\]
and, for \( m \) a positive integer, the corresponding multi-period measure,

\[
IV_{t+1:t+m} = \sum_{j=1}^{m} IV_{t+j}. \tag{2.3}
\]

In this context, \( IV_t \) equals the quadratic return variation which, in turn, provides a natural measure of the ex-post return variability; see, e.g., the discussion in Andersen et al. (2006, 2010).

Integrated volatility is not directly observable but, as highlighted by Andersen and Bollerslev (1998), Andersen et al. (2001, 2003), Barndorff-Nielsen and Shephard (2001, 2002), and Meddahi (2002a), the corresponding realized volatilities provide consistent estimates of \( IV_t \). The standard realized volatility measure is simply,

\[
RV_t^i(h) \equiv \frac{1}{h} \sum_{s=1}^{h} r_{t+s-1}^i, \tag{2.4}
\]

where \( 1/h \) is assumed to be a positive integer and

\[
\rho_t^{i(h)} = \log(S_t^i) - \log(S_{t-h}^i). \tag{2.5}
\]

Formally, \( RV_t^i(h) \) is uniformly consistent for \( IV_t \) as \( h \to 0 \), i.e., the intraday sampling frequency goes to infinity. Moreover, ABM (2004) demonstrate that simple autoregressive models for \( RV_t^i(h) \) provide simple-to-implement and, for many popular SV models, remarkably close to efficient forecasts for \( IV_{t+1} \) and \( IV_{t+1:t+m} \).

In practice, recorded prices are invariably affected by microstructure frictions and do not adhere to the model in (2.1) at the highest frequencies. The studies above advocate using relatively sparse sampling to allow Eq. (2.1) to adequately approximate the observed price process (see, e.g., the discussion of the so-called volatility signature plot in Andersen et al., 2000, for informally selecting the value of \( h \)). More recently, however, many studies advocate explicitly including noise terms in the price process and then design procedures to mitigate their impact on volatility measurement.

We focus on the most common scenario in the literature involving i.i.d. noise. Hence, the observed price, \( S_t, 0 \leq t \leq T \), is governed by the process in (2.1) plus a noise component,

\[
\log(S_t) = \log(S_{t-h}^i) + u_t, \tag{2.6}
\]

where \( u_t \) is i.i.d., independent of the frictionless price process \( S_t^i \), with mean zero, variance \( \sigma_u^2 \), and kurtosis \( K_u = E[u_t^4]/V^2 \). In the illustrations below we focus on \( K_u = 3 \), corresponding to a Gaussian noise term, but our results allow for any finite value of \( K_u \).

If \( S_t \) but not \( S_t^i \) is observable, the \( h \)-period returns become,

\[
r_t^{i(h)} = \log(S_t^i) - \log(S_{t-h}^i). \tag{2.7}
\]

These noise contaminated returns are linked to the returns in (2.5) as,

\[
r_t^{i(h)} = r_{t-1}^{i(h)} + \epsilon_t^{i(h)}, \tag{2.8}
\]

where

\[
\epsilon_t^{i(h)} \equiv u_t - u_{t-h}. \tag{2.9}
\]

\begin{itemize}
  \item \( \delta \) The integrated volatility also figures prominently in the option pricing literature; see, e.g., Hull and White (1987) and Garcia et al. (2011).
  \item 9 These theoretical results corroborate the empirical findings of Andersen et al. (2003), Areal and Taylor (2002), Corsi (2009), Døv et al. (2006), Koopman et al. (2005), Martens (2002), Pong et al. (2004), and Thomakos and Wang (2003), among many others, involving estimation of reduced form forecasting models for various realized volatility series.
  \item 10 In addition, the case of correlated microstructure noise is also briefly discussed in ABM (2006).
\end{itemize}

The noise induces an MA(1) error structure in observed returns. For very small \( h \) the variance of the noise term, \( \rho_t^{i(h)} \), dominates the variance of the true return, \( \rho_t^{r(h)} \). In fact, as shown by Bandi and Russell (2006, 2008) and Zhang et al. (2005), the feasible realized volatility measure based on contaminated high-frequency returns,

\[
RV_t(h) \equiv \sum_{i=1}^{h} r_{t-i+1}^{(h)}, \tag{2.10}
\]

is inconsistent for \( IV_t \) and diverges to infinity for \( h \to 0 \). Nonetheless, \( RV_t(h) \) can still be used to construct meaningful forecasts for \( IV_{t+1} \) and \( IV_{t+1:t+m} \) for moderate values of \( h \). Indeed, as documented below, by balancing the impact of the noise and signal, accurate volatility forecasting based on simple autoregressive models for \( RV_t(h) \) is feasible. In addition, a number of alternative robust realized volatility measures, explicitly designed to account for high-frequency noise, has been proposed. We therefore also compare and contrast the performance of reduced form forecasting models for these alternative measures to those based on the traditional \( RV_t(h) \) measure.

### 2.2. Eigenfunction stochastic volatility models

We follow ABM (2004) in assuming that the spot volatility process belongs to the Eigenfunction Stochastic Volatility (ESV) class introduced by Meddahi (2001). This class of models includes most diffusive stochastic volatility models in the literature.

For illustration, assume that volatility is driven by a single state variable. The ESV representation, with \( p \) denoting a positive, possibly infinite, integer, takes the generic form,

\[
\sigma_{t}^2 = \sum_{n=0}^{p} a_n P_n(f_t). \tag{2.11}
\]

where the latent state variable \( f_t \) is governed by a diffusion process,

\[
df_t = m(f_t)dt + \sqrt{v(f_t)}dW_t^f, \tag{2.12}
\]

the Brownian motion, \( W_t^f \), is independent of \( W_t \) in Eq. (2.1), the \( a_n \) coefficients are real numbers and the \( P_n(f_t) \)'s are the eigenfunctions of the infinitesimal generator associated with \( f_t \). The eigenfunctions are orthogonal and centered at zero,

\[
E[P_n(f_t)] = 0 \quad \text{and} \quad E[P_n(f_t)P_n(f_t)] = 0, \tag{2.13}
\]

and follow first-order autoregressive processes,

\[
\forall \lambda > 0, \quad E[P_n(f_{t+1}) | f_t, \tau \leq t] = \exp(-\lambda \tau)P_n(f_t), \tag{2.14}
\]

where \( \exp(-\lambda \tau) \) denote the corresponding eigenvalues. These simplifying features render a derivation of analytic multi-step forecasts for \( \sigma_t^2 \) and for the moments of discretely sampled returns, \( r_t^{(h)} \), from the model defined by Eqs. (2.1), (2.8), (2.11) and (2.12), feasible. The following proposition collects the relevant results for the subsequent analysis.

**Proposition 2.1.** Let the discrete-time noise-contaminated and ideal returns, \( r_t^{(h)} \) and \( r_t^{(s)} \), respectively, be determined by an ESV model and Eq. (2.8), with corresponding one- and \( m \)-period integrated volatilities, \( IV_t \) and \( IV_{t+1:t+m} \), defined by Eqs. (2.2) and (2.3). Then for
positive integers \(i \geq j \geq k \geq l, m \geq 1, \) and \(h > 0,\)

\[
E[r_{t+h}^{(b)}] = E[r_{t+h}^{(b)}] = 0, \\
E[r_{t+h}^{(b)}] = \text{Var}[r_{t+h}^{(b)}] = \text{Var}[r_{t+h}^{(b)}] + 2V_u = a_0 h + 2V_u, \\
\text{Cov}[r_{t+h}^{(b)}, r_{t+j+h}^{(b)}] = -V_u, \quad \text{for } |i - j| = 1, \\
\text{Cov}[r_{t+h}^{(b)}, r_{t+j+h}^{(b)}] = \text{Cov}[r_{t+h}^{(b)}, r_{t+j+h}^{(b)}] = \text{Cov}[r_{t+h}^{(b)}, r_{t+j+h}^{(b)}] = 0 \quad \text{otherwise.}
\]

For illustration, we rely on a GARCH diffusion and a two-factor affine model which are representative of the literature. We provide their sde form below, while the corresponding ESV specifications are given in \(\text{ABM} (2004, 2005).\)

\begin{equation}
\text{Model M1—GARCH diffusion. The instantaneous volatility is given by,}
\end{equation}

\[
d\sigma_t^2 = \kappa (\theta - \sigma_t^2)dt + \sigma \sigma_t^2 dW_t^{(2)}, \quad \text{where } \kappa = 0.035, \\
\theta = 0.636, \psi = 0.296.
\]

\begin{equation}
\text{Model M2—two-factor affine. The instantaneous volatility is given by,}
\end{equation}

\[
\sigma_t^2 = \sigma_{t,1}^2 + \sigma_{t,2}^2, \quad \text{where } \sigma_{t,1}^2 = \kappa (\theta_y - \sigma_{t,1}^2)dt + \eta \sigma_{t,1}^2 dW_t^{(2)}, \\
j = 1, 2.
\]

\section{3. Traditional realized volatility based forecasts}

\subsection{3.1. Optimal linear forecasts}

\(\text{ABM} (2004)\) examine integrated volatility forecasts constructed from linear regressions of \(IV_{t+1} \) and \(IV_{t+1+1+h} \) on current and lagged values of \(RV_t^r(h)\). However, Eq. (2.6) provides a better description of real-world prices than (2.1) when data are sampled at the highest frequencies. Hence, for small \(h\), analytical results based on \(RV_t^r(h)\) in lieu of \(RV_t^r(h)\) should help us gauge the impact of microstructure noise on forecast accuracy.

In order to derive analytical expressions for linear forecasts of \(IV_{t+1}^r\) and \(IV_{t+1+1+h}^r\) based on current and lagged \(RV_t^r(h)\) we must compute \(\text{Cov}[IV_{t+1}^r, RV_{t+1+h}^r] = \text{Var}[RV_{t+1+h}^r]\), \(\text{Cov}[RV_{t+1+h}^r, RV_{t+1}^r]\), \(\text{for } l \geq 0.\) To do so, note from Eq. (2.8) that,

\[
RV_t^r(h) = RV_t^r(h) + \sum_{i=1}^{h} e_t^{(h)}(1) + 2 \sum_{i=1}^{h} e_t^{(h)}(2 - 1) - 1 /
\]

Utilizing this decomposition the following set of results follows readily.

\begin{proposition}
\end{proposition}

\begin{proof}
\end{proof}
and kurtosis. The relevant expressions for terms involving $RV_t^*(h)$ appear in ABM (2004). Adapting their notation, we have,

$$\text{Var}[IV_{t+1+m}] = 2 \sum_{n=1}^{p} \frac{\sigma_n^2}{\lambda_n^2} [\exp(-\lambda_n m) + \lambda_n m - 1],$$  \hspace{1cm} (3.6)$$

$$\text{Cov}(IV_{t+1+m}, IV_{t-i}) = \sum_{n=1}^{p} \frac{\sigma_n^2}{\lambda_n^2} [1 - \exp(-\lambda_n)] [1 - \exp(-\lambda_n m)] \exp(-\lambda_n i),$$  \hspace{1cm} (3.7)$$

$$\text{Var}[RV^*_{t+1}(h)] = \text{Var}[IV_{t+1}] + \frac{4}{h} \left( \frac{\sigma_t^2 h}{2} + \sum_{n=1}^{p} \frac{\sigma_n^2}{\lambda_n^2} [\exp(-\lambda_n h) - 1 + \lambda_n h] \right),$$  \hspace{1cm} (3.8)$$

$$\text{Cov}[RV^*_{t+1}(h), RV^*_{t-i}(h)] = \text{Cov}[IV_{t+1}, IV_{t-i}],$$  \hspace{1cm} (3.9)$$

Combining these expressions with Proposition 3.1, we obtain the requisite variances and covariances for the noise-contaminated realized volatility based forecasts.

We cannot quantify the economic losses due to the adverse impact of microstructure noise on the precision of volatility forecasts, as the appropriate loss function depends on the application. Instead, for compatibility with the extant literature, we focus on the $R^2$ from the regression of future integrated volatility on a constant and the associated forecast variables. This is equivalent to adopting a mean-squared-error (MSE) criterion for the unconditional bias-corrected return variation forecast.\footnote{Patton (2011) provides an interesting discussion concerning the choice of loss function for assessing the performance of alternative volatility forecasts when the latent volatility is observed with noise.}

The corresponding $R^2$ for the Mincer–Zarnowitz style regression of $IV_{t+1}$ onto a constant and the $(l+1) \times 1$ vector, $(RV_t(h), RV_{t-1}(h), \ldots, RV_{t-l}(h))$, $l \geq 0$, may be succinctly expressed as,

$$R^2(IV_{t+1}, RV_t(h), l) = C(IV_{t+1}, RV_t(h), l) \gamma = (M(RV_t(h), l))^{-1} \times C(IV_{t+1}, RV_t(h), l)/\text{Var}[IV_t]$$  \hspace{1cm} (3.10)$$

where the typical elements in the $(l+1) \times 1$ vector $C(IV_{t+1}, RV_t(h), l)$ and the $(l+1) \times (l+1)$ matrix $M(RV_t(h), l)$ are given by, respectively,

$$C(IV_{t+1}, RV_t(h), l)_i = \text{Cov}(IV_{t+1}, RV_{t-i}(h))$$  \hspace{1cm} (3.11)$$

and,

$$M(RV_t(h), l)_{ij} = \text{Cov}(RV_t(h), RV_{t-j}(h)).$$  \hspace{1cm} (3.12)$$

The corresponding $R^2$ for the longer-horizon integrated volatility forecasts is obtained by replacing $IV_{t+1}$ with $IV_{t+1+m}$ in the formulas immediately above.

3.2. Quantifying the impact of market microstructure noise

The impact of microstructure noise is related to the size of the noise variance relative to the daily return variance, conveniently captured by the noise-to-signal ratio, or $\gamma = \text{Var}_t/E[IV_t]$. Hansen and Lunde (2006) estimate this factor for thirty actively traded stocks during the year 2000 and find values around 0.1%, with most slightly lower. The magnitude of the noise has declined in recent years and is now much lower for many stocks. Consequently, we use 0.1% as the benchmark for a realistic, if not inflated, value for $\gamma$.

We also explore the impact of a significantly higher noise-to-signal ratio of 0.5%.

Table 1 reports the population $R^2$ in Eq. (3.10) from the regression of future integrated volatility on various realized measures across different forecast horizons, data generating processes (models), levels of microstructure noise, and sampling frequencies. As reference we include, in row one, the $R^2$’s for the optimal (infeasible) forecasts based on the exact value of the (latent) volatility state variable(s). The next two rows concern the (infeasible) forecasts based on past daily (latent) integrated volatility and potentially an additional four lags, or a full week, of daily integrated volatilities. The next eleven rows report $R^2$’s for realized volatility based forecasts assuming no noise and sampling frequencies spanning $h = 1/1444$ to $h = 1$, representing 1-min to daily returns in a 24-h market, and we refer to them accordingly.\footnote{The figures in the first fourteen rows of Table 1 are extracted from Tables 1 through 6 of ABM (2004).} Alternatively, the $h = 1/1440$ frequency reflect 15-s sampling over a 6-h equity trading day.

Row one reveals that Model 1 implies a higher degree of predictability than Model 2. The latter embodies a second, less persistent, factor which reduces the serial correlation in volatility. In rows two and three, we find only a small loss of predictability for forecasts based on the last day’s integrated volatility rather than spot volatility, while exploiting a full week of daily integrated volatilities is only marginally helpful.

We now consider realized volatility based forecasts in the ideal case without noise. Rows four to fourteen reveal only a small drop in predictive power for forecasts using measures constructed from 1- and 5-min returns. At lower sampling frequencies, where the return variation measures are less precise, the addition of lagged volatility measures becomes progressively more valuable. The results for twenty daily lags (19 extra) in row fourteen mimic the performance of a well-specified GARCH model, as detailed in ABM (2004).

Finally, turning to the new results for forecasts based on realized volatilities constructed from noisy returns, we first observe only a mild degradation in performance for the realistic case with $\gamma = 0.1%$. However, for the higher noise level in the bottom part of the table, the performance deteriorates more sharply and using lagged volatility measures is now critical in boosting the predictive power. Second, as anticipated, it is not optimal to estimate the realized volatility with ultra-high frequency returns. At the moderate noise level, the performance is better for 5-min rather than 1-min sampling, and as $\gamma$ grows further, sampling at the 15- and 30-min levels produces the highest coherence between forecasts and future realizations, because noise increasingly dominates sampling variability as the main source of variation in the realized measures. Further evidence of the benefit from sparse sampling in this context is obtained by comparing the decline in predictability from the $\gamma = 0.1%$ to the $\gamma = 0.5%$ scenario for the 5-min ($h = 1/288$) versus 30-min ($h = 1/48$) sampling frequency. One finds a drop in the $R^2$ from moderate to large noise for $h = 1/288$ at the one-day forecast horizon in Model 1 of about 91% to 72% (92% to 84% if lags are exploited) compared to a drop for $h = 1/48$ of about 82% to 75% (88% to 85% with lags). Thirdly, the importance of exploiting lagged realized volatility measures increases sharply with the noise level. Even for $\gamma = 0.1%$, the measures based on 30-min returns are quite competitive with those using 5-min sampling once the lagged volatility measures are exploited. In fact, for the higher noise level, the 30-min based measures dominate the 5-min based ones in all scenarios. Hence, within the class of linear realized volatility based forecast procedures, 30-min sampling appears to provide a robust and fairly efficient choice as long as past daily realized measures are also exploited.
3.3. Optimal sampling frequency

The findings in Section 3.2 suggest exploring the notion of an optimal sampling frequency for RV_t(h) in terms of maximizing the $R^2$ for the linear forecasting regressions or, equivalently, minimizing the MSE of the forecasts. This section considers two alternative proposals for choosing h. We focus on one-step-ahead forecasts, but the results are readily extended to longer horizons, as exemplified by our numerical calculations below.

One approach follows Bandi and Russell (2006, 2008), and Ait-Sahalia et al. (2005) who show that the optimal sampling frequency, in terms of minimizing the MSE of RV_t(h) conditional on the sample path of volatility, may be approximated by,

$$h_t^* \approx (IQ_h/(4V^2_u))^{-1/3}.$$  (3.13)

where the integrated quaticity is defined by,

$$IQ_h = \int_{t-\tau}^{t} \sigma^4_u \, dt.$$  (3.14)

However, instead of attempting to estimate the optimal frequency on a period-by-period basis, we follow Bandi and Russell (2006) in replacing the hard-to-estimate one-period integrated quaticity by its unconditional expectation. Hence, we consider,

$$h_t = (E[|IQ_h|/(4V^2_u)])^{-1/3}.$$  (3.15)

This unconditional counterpart to $h_t^*$ is fairly easy to estimate and implement in practice.

We also consider the frequency which minimizes the variance of RV_t(h). For motivation, note that the $R^2$ from the regression of IV_{t+1} on a constant and RV_t(h) is,

$$R^2 = \frac{\text{Cov}(IV_{t+1}, RV_t(h))^2}{\text{Var}(IV_t)^2} \frac{\text{Var}(IV_{t+1})}{\text{Var}(IV_t)^2}$$  (3.16)

where the last equality follows from Proposition 3.1. Hence, maximizing this $R^2$ is tantamount to minimizing the unconditional variance of Var(RV_t(h)), also noted by Ghysels and Sinko (2006). To minimize this variance, we follow Barndorff-Nielsen and Shephard (2002), and Meddahi (2002a), in approximating the unconditional variance of the corresponding non-contaminated realized volatility measure by,

$$\text{Var}(RV_t^*(h)) \approx \text{Var}(IV_t) + 2hE[|Q|].$$  (3.17)

Substituting this expression into the equation for Var(RV_t(h)) in Eq. (3.3) yields,

$$\text{Var}(RV_t^*(h)) \approx \text{Var}(IV_t) + 2hE[|IQ_h|] + 2V^2_u \left( \frac{2K_u}{h} - K_u + 4 \frac{E[\sigma^2_t]}{V_u} \right).$$  (3.18)
Minimizing with respect to \( h \) produces an alternative candidate sampling frequency,

\[
h_2 = \left( \frac{E[IV]}{\text{Var}(\text{IV})} \right)^{-1/2}.\tag{3.19}
\]

The relative size of \( h_1 \) versus \( h_2 \) obviously depends on the magnitude and distribution of the noise term as well as the volatility-to-variability, or \( E[IV]/\text{Var}(\text{IV}) \). Importantly, however, both \( h_1 \) and \( h_2 \) may be estimated in a model-free fashion by using the higher order sample moments of \( RV(h) \) based on very finely sampled returns, or small \( h \) values, to assess \( V_u \) and \( K_\eta \), along with the use of lower frequency returns to estimate \( E[IV] \); see Bandi and Russell (2008, 2006) for further discussion and empirical analysis along these lines.

Table 2 reports approximate optimal sampling frequencies, as represented by \( h_1 \) and \( h_2 \), for the scenarios in Table 1, along with the resulting population \( R^2 \)'s. Since \( h_2 \) directly optimizes an approximation of this quantity, we would expect the associated forecasts to outperform those based on \( h_1 \). Nonetheless, the size of the discrepancy is noteworthy. In some cases, the \( R^2 \) increases by over 25% and there are always a few percent to be gained by adhering to \( h_2 \) rather than \( h_1 \). The reason is that \( h_2 \) invariably prescribes more frequent sampling than \( h_1 \). This finding reflects the pronounced right skew in the distribution of integrated quarticity. Large \( R_0 \) values are associated with high optimal sampling frequencies to offset the increase in discretization error. Hence, averaging the optimal frequency across days, as in the derivation of \( h_1 \), ignores the disproportional losses suffered on the most volatile days. In contrast, \( h_2 \) minimizes the average squared error and thus adjusts the sampling frequency to accommodate the more extreme days.

Of course, if the cost of a fixed sampling frequency is high, one may seek to vary the sampling frequency based on an initial estimate of the integrated quarticity. However, a comparison of the forecast performance associated with \( h_2 \) and moderate noise in Table 2 with that stemming from forecasts derived from realized volatility in the absence of noise in rows 4-7 in Table 1 shows that the loss is quite small. Hence, for these models, it seems more important to pin down a sensible sampling frequency than to vary the intraday return interval from day to day in response to the varying precision of the volatility measure. This is obviously a comforting finding from a practical perspective.\(^{15}\)

### 3.4. Optimally combining intra day returns

The basic realized volatility estimator utilizes a flat weighting scheme in combining the information in intraday returns. This is primarily motivated by the consistency property of the measure for the underlying return variation. Once noise is present, the basic measures become inconsistent even if the sparse estimators only suffer from minor finite sample biases. Moreover, inconsistent measures can provide a sensible basis for predicting the future return variation via forecast regressions which adjust for any systematic (unconditional) bias through the inclusion of a constant term. The main issue for forecast regressors is not their bias but their ability to capture variations in the current realized volatility which typically translates into improved predictive performance. This suggests that we may want to loosen the link between the regressors and realized volatility measures. A natural step is to have the daily return variation proxy be a more flexible function of the intraday squared returns. To this end, we next contrast the predictive ability of optimally combined, or weighted, intraday squared returns to the usual realized volatility measure. The former may, for an optimal choice of the \( \alpha(h) \) and \( \beta(h) \) coefficients, be represented by the regression

\[
IV_{t+1} = \alpha(h) + \sum_{i=1}^{1/h} \beta_i(h)(r_{t+1-i}^{(h)})^2 + \eta_{t+1}\tag{3.20}
\]

This regression is difficult to implement in practice due to the large number of parameters, \( 1 + 1/h \), but we can readily compute its population counterpart within the ESV setting using Proposition 2.1. The corresponding numerical results are presented in Table 3.

Comparing the results to those in the previous tables, the minor gains obtained by optimal intraday weighting are striking. Even if the improvements are slightly larger for Model 2 than Model 1, they will inevitably be negated, in practice, by the need to estimate the weighting scheme a priori. Of course, the flat weighting of the RV estimator strikes a sensible balance between efficiency and parsimony. However, the above representations only allow for linear weighting of the intraday squared returns. Many modern noise robust estimators involve nonlinear functions of the intraday returns. We explore the forecast potential of some of these estimators below.\(^{16}\)

### 4. Robust realized volatility based forecasts

This section investigates to what extent reduced form forecast models based on noise-robust realized variation estimators improve on forecasts constructed from traditional realized volatility measures. In particular, we consider the average and two-scale estimators of Aït-Sahalia et al. (2005), the first-order autocovariance adjusted estimator of Zhou (1996), and the realized kernels of Barndorff-Nielsen et al. (2008a).
4.1. Quadratic form representation

We first develop a unified quadratic form representation for the alternative estimators. Let \( h \) denote the shortest practical intraday interval such that \( 1/h \) is an integer. As before, we let \( 1/h \) denote the actual number of equally spaced returns used to construct a (sparsely sampled) realized volatility estimator. It is convenient to express each such measure as a quadratic function of the \( 1/h \times 1 \) vector of the highest frequency returns. That is,

\[
RM_t(h) = \sum_{1 \leq i \leq j \leq 1/h} q_{ij} t_{t-1+i} t_{t-1+j} = R_t(h) \top Q R_t(h) \quad (4.1)
\]

where the \( (1/h \times 1) \) vector \( R_t(h) \) is defined by,

\[
R_t(h) = (r_{t-1+h}^{-1}, r_{t-1+2h}^{-1}, \ldots, r_{t-1+nh}^{-1}) \top.
\]

In order to study the interaction between these alternative volatility measures and their relation to the underlying integrated variance, we need analytical expressions for the corresponding first and second moments. The next proposition delivers these quantities.

**Proposition 4.1.** Let the noise-contaminated returns be given by Eqs. (2.1) and (2.8), let \( \overline{RM}_t(h) \) and \( RM_t(h) \) denote two realized volatility measures defined via Eq. (4.1) with corresponding quadratic form weights \( \overline{q}_{ij} \) and \( q_{ij} \), and let the integrated volatilities, \( IV_t \) and \( IV_{t+1+m} \), be defined by Eqs. (2.2)–(2.3). Then,

\[
E[RM_t(h)] = \sum_{1 \leq i \leq j \leq 1/h} q_{ij} E[r_{t-1} r_{t-1+jh}],
\]

\[
E[RM_t(h)^2] = \sum_{1 \leq i \leq j \leq k \leq 1/h} q_{ijk} E[r_{t-1} r_{t-1+jh} r_{t-1} r_{t-1+kh}],
\]

\[
E[RM_t(h) \overline{RM}_t(h)] = \sum_{1 \leq i \leq j \leq k \leq l \leq 1/h} q_{ijkl} E[r_{t-1} r_{t-1+jh} r_{t-1+kh} r_{t-1+lh}],
\]

\[
E[IV_t RM_t(h)] = \sum_{1 \leq j \leq 1/h} q_{ij} E[r_{t-1 + jh} r_{t-1+jh}],
\]

\[
E[IV_{t+1+m} RM_t(h)] = \sum_{1 \leq j \leq 1/h} q_{ij} E[r_{t-1+jh} r_{t-1+jh}].
\]

**Proof.** Follows directly from the quadratic form representation. For the ESV model class, closed-form expressions for the right-hand-side of the equations in Proposition 4.1 follow from Proposition 2.1. □

4.2. Robust RV estimators

4.2.1. The “all” RV estimator

The “all” estimator equals the standard realized volatility applied to the maximal sampling frequency. The quadratic form representation is simply,

\[
RV_{t}^{\text{all}}(h) = RV_{t}(h) = \sum_{i=1}^{1/h} q_{ij} R_t(h) \top Q_t^{\text{all}}(h) R_t(h),
\]

where

\[
q_{ij}^{\text{all}}(h) = 1 \quad \text{for } i = j
\]

and

\[
q_{ij}^{\text{all}}(h) = 0 \quad \text{when } i \neq j.
\]

This measure is not noise-robust so it is a poor estimator of \( IV_t \) for small \( h \). However, it plays an important role in defining some of the estimators below.

4.2.2. The sparse RV estimator

The sparse estimator equals the usual RV measure, except that \( h \) is a multiple of \( \delta_t \), i.e., \( h = n \delta_t \) for \( n \delta_t \) a positive integer. The quadratic representation takes the form,

\[
RV_{t}^{\text{sp}}(h) = \sum_{i = 1}^{1/h} q_{ij} R_t(h) \top Q_{t}^{\text{sp}}(h) R_t(h),
\]

where

\[
q_{ij}^{\text{sp}}(h) = 1 \quad \text{for } i = j, \text{ or for } i \neq j, \text{ (s - 1)n}_h
\]

\[
+ 1 \leq j \leq s_n, s = 1, \ldots, 1/h,
\]

\[
= 0 \quad \text{otherwise}.
\]

For a larger \( h \), this estimator is more noise robust but will be subject to increased sampling variability. It also serves as a building block for more desirable estimators.

---

\[17\] Sun (2006) introduced the same quadratic representation independently from this paper.
4.2.3. The average RV estimator

Aït-Sahalia et al. (2005) define the average (or “subsampling”) RV estimator as the mean of several sparse estimators. In particular, define the \( n_h \) distinct sparse estimators initiated respectively at \( 0, h, 2h, \ldots, (n_h - 1)h \), through the equation,

\[
RV_{t}^{\text{sparse}}(h, k) = \frac{N_k}{N_{h-1}} \sum_{i=1}^{N_k} \left( r_{t-1+ih+h}^{(h)} \right)^2, \quad k = 0, \ldots, n_h - 1,
\]

(4.12)

where, as before, \( h = h \), and

\[
N_k = \begin{cases} \frac{1}{h} & \text{if } k = 0, \\ \frac{1}{h} - 1 & \text{if } k = 1, \ldots, n_h - 1. \end{cases}
\]

(4.13)

In terms of the quadratic form representation we have,

\[
RV_{t}^{\text{sparse}}(h, k) = \frac{N_k}{N_{h-1}} \sum_{i=1}^{N_k} \left( r_{t-1+ih+h}^{(h)} \right)^2 = R_{t}^{(h)} R_{t}^{(k)},
\]

(4.14)

where

\[
q_{ij}^{\text{sparse}}(h, k) = \begin{cases} 1 & \text{for } k + 1 \leq i = j \leq N_k + k, \\ 1 & \text{for } i \neq j, (s - 1)n_h, \\ + 1 + k \leq i, j \leq sn_h + k, s = 1, \ldots, N_k/n_h, \\ 0 & \text{otherwise}. \end{cases}
\]

(4.15)

The average estimator is now simply defined by the mean of these sparse estimators,

\[
RV_{t}^{\text{average}}(h) = \frac{1}{n_h} \sum_{k=0}^{n_h - 1} RV_{t}^{\text{sparse}}(h, k) = R_{t}^{(h)} Q^{\text{average}}(h, k) R_{t}^{(h)},
\]

(4.16)

where

\[
q_{ij}^{\text{average}}(h) = \frac{1}{n_h} \sum_{k=0}^{n_h - 1} q_{ij}^{\text{sparse}}(h, k).
\]

Upon defining the estimator at the highest frequency \( h \), the expressions simplify, as \( q_{ij}^{\text{average}}(h) = 1 \) for \( i = j \), \( (s - 1)n_h \), \( + 1 + k \leq i, j \leq sn_h + k, s = 1, \ldots, N_k/n_h, \) \( = 0 \) otherwise. This is the version of the estimator used in deriving the numerical results below. This estimator has also been previously analyzed by Zumbach et al. (2002).

4.2.4. The (adjusted) two-scale RV estimator

The two-scale estimator of Zhang et al. (2005) is obtained by combining the \( RV_{t}^{\text{average}}(h) \) and \( RV_{t}^{\text{all}}(h) \) estimators. Specifically, let

\[
\bar{n}_h = \frac{1}{n_h} \sum_{k=0}^{n_h - 1} N_k = \frac{1}{n_h} \left( \frac{1}{h} + (n_h - 1) \left( \frac{1}{h} - 1 \right) \right).
\]

(4.17)

The (finite-sample adjusted) two-scale estimator may then be expressed as,

\[
RV_{t}^{\text{TS}}(h) = \left( 1 - \bar{n}_h \right)^{-1} \left( RV_{t}^{\text{average}}(h) - \bar{n}_h RV_{t}^{\text{all}}(h) \right) = R_{t}^{(h)} Q^{\text{TS}}(h) R_{t}^{(h)},
\]

(4.18)

where

\[
q_{ij}^{\text{TS}}(h) = \left( 1 - \bar{n}_h \right)^{-1} \left( q_{ij}^{\text{average}}(h) - \bar{n}_h q_{ij}^{\text{all}}(h) \right).
\]

(4.19)

The initial scaling factor provides a simple finite-sample adjustment reflecting the number of terms entering into each of the two summations defining the two-scale estimator.

Unlike the previously defined estimators, the two-scale measure is consistent for \( IV \) as \( h \to 0 \) under the noise assumptions in Section 2. Zhang (2006) analyzes related, but more elaborate, multi-scale estimators. We do not consider these extensions here.

4.2.5. Zhou’s RV estimator

The estimator originally proposed by Zhou (1996) essentially involves a correction for first-order serial correlation in the high-frequency returns, leading to an unbiased but still inconsistent estimator of the integrated variance. Specifically,

\[
RV_{t}^{\text{Zhou}}(h) = \sum_{i=1}^{1/h} r_{t-1+ih+h}^{(h)} + \sum_{i=2}^{1/h-1} r_{t-1+ih+h}^{(h)} + \sum_{i=1}^{1/h} r_{t-1+ih+h}^{(h)} - \sum_{i=1}^{1/h-1} r_{t-1+ih+h}^{(h)} + \sum_{i=1}^{1/h} R_{t}^{(h)} Q^{\text{Zhou}}(h) R_{t}^{(h)},
\]

(4.20)

where

\[
q_{ij}^{\text{Zhou}}(h) = \begin{cases} 1 & \text{for } i = j \text{, or } i \neq j, (s - 1)n_h, \\ + 1 \leq i, j \leq sn_h + k, s = 1, \ldots, 1/h, \\ 1 & \text{for } (s - 1)n_h, \\ + 1 \leq i, j \leq sn_h + k, s = 1, \ldots, 1/h, \\ 0 & \text{otherwise}. \end{cases}
\]

(4.21)

4.2.6. Realized kernels

The Zhou estimator is a special case of the realized kernels developed by Barndorff-Nielsen et al. (2008a). Letting \( K(\cdot) \) and \( L \) denote the kernel and bandwidth, the realized kernel RV estimator is given by,

\[
RV_{t}^{\text{Kernel}}(K(\cdot), L) = RV_{t}^{(h)} + \sum_{i=1}^{L} K \left( \frac{l - 1}{L} \right) CRV_{l}^{(h)},
\]

(4.22)

where

\[
CRV_{l}^{(h)} = \sum_{i=1}^{1/h} r_{t-1+ih+h}^{(h)} \sum_{i=1}^{1/h-1} r_{t-1+ih+h}^{(h)} + \sum_{i=1}^{1/h} r_{t-1+ih+h}^{(h)} - \sum_{i=1}^{1/h-1} r_{t-1+ih+h}^{(h)}.
\]

(4.23)

This estimator is readily expressed in quadratic form as,

\[
RV_{t}^{\text{Kernel}}(K(\cdot), L) = R_{t}^{(h)} Q^{\text{Kernel}}(K(\cdot), L) R_{t}^{(h)},
\]

(4.24)

where

\[
q_{ij}^{\text{Kernel}}(K(\cdot), L) = \begin{cases} 1 & \text{for } i = j, \\ K \left( \frac{l - 1}{L} \right) & \text{for } i - j = l, l \leq L, \\ 0 & \text{otherwise}. \end{cases}
\]

(4.25)

In the specific calculations below, we use the modified Tukey–Hanning kernel of order two advocated by Barndorff-Nielsen et al. (2008a).\(^{18}\)

\[
K(x) = \sin^2(x (1 - x)^2 / 2).
\]

(4.26)

We do not use the bandwidth selection procedure of Barndorff-Nielsen et al. (2008a) in our benchmark kernel RV estimator but fix \( L = h / 10 \). However, our framework allows for direct comparison of the estimators across bandwidth choices and we explore the performance for a range of reasonable values in Section 4.4.

\(^{18}\) The estimator we implement differs slightly from theirs as, in contrast to Eq. (4.23), they add returns outside the \( [t - 1, t] \) time interval to avoid certain end-effects. Since our analysis focuses on forecasting, we want to avoid including any returns beyond time \( t \) in the realized volatility measure for the \( [t - 1, t] \) interval. This renders the estimator inconsistent although we, a priori, expect the quantitative impact to be minor.
Table 4

<table>
<thead>
<tr>
<th>Model</th>
<th>IV</th>
<th>M1</th>
<th>Mean</th>
<th>Variance</th>
<th>MSE</th>
<th>M2</th>
<th>Mean</th>
<th>Variance</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.636</td>
<td>0.168</td>
<td>0.18</td>
<td>0.504</td>
<td>0.0283</td>
<td>0.0263</td>
<td></td>
</tr>
</tbody>
</table>

\( \gamma = 0.1\% \)

| RVall | 2.47 | 0.179 | 3.53 | 1.96 | 0.033 | 2.14 |
| RVall_h | 1.002 | 0.176 | 0.311 | 0.795 | 0.031 | 0.116 |
| RVall_average | 1.000 | 0.171 | 0.303 | 0.793 | 0.028 | 0.111 |
| RVall_t | 0.634 | 0.172 | 0.172 | 0.503 | 0.027 | 0.027 |
| RVall | 0.637 | 0.178 | 0.178 | 0.505 | 0.032 | 0.032 |
| RVall_kernel | 0.637 | 0.173 | 0.173 | 0.506 | 0.029 | 0.029 |

\( \gamma = 0.5\% \)

| RVall | 9.79 | 0.360 | 84.2 | 7.77 | 0.147 | 52.9 |
| RVall_h | 2.47 | 0.223 | 3.58 | 1.96 | 0.060 | 2.17 |
| RVall_average | 2.46 | 0.180 | 3.51 | 1.95 | 0.034 | 2.13 |
| RVall_t | 0.634 | 0.182 | 0.182 | 0.503 | 0.035 | 0.035 |
| RVall_h | 0.642 | 0.303 | 0.303 | 0.509 | 0.111 | 0.111 |
| RVall_kernel | 0.642 | 0.194 | 0.194 | 0.509 | 0.042 | 0.042 |

Note: The table provides summary statistics for the integrated variance and several realized measures, for models M1 and M2. \( \gamma \) is the noise-to-signal ratio, \( Var/noise/E[IV] \). \( RV^\gamma = RV/(1/1444) \); \( RV^\gamma_h = RV/(1/288) \); \( RV^\gamma_average \) averages the five \( RV^\gamma_h \) (1/288, k), \( 1 \leq k \leq 5 \); measures; \( RV^\gamma \) is the adjusted two-scale measure combining the \( RV^\gamma_h \) and \( RV^\gamma_average \) defined above; \( RV^\gamma_t = RV/(1/1444) \) from (4.21); \( RV^\gamma Kernel = RV/Kernel(\text{Tukey-Hanning}, 4) \) given by (4.25).

4.3. Distribution of robust RV measures

The analytical solution for relevant cross-moments within the ESV class facilitates comparison of the properties of the estimators, even in the presence of noise. Table 4 reports the mean, variance and mean-squared-error for alternative measures of integrated variance. In principle, the “all” estimator employs the highest possible frequency. We fix \( h = 1/1440 \), or 1-min (15-s) sampling in a 24-h (6-h) market, as the shortest practical return interval. As predicted, the “all” estimator is severely inflated by microstructure noise. Under moderate noise, the estimator is, on average, almost four times as large as the underlying integrated variance while this factor rises to ten at the larger noise level, so the measure is useless as a direct estimator for the integrated variance. Moving to the sparse estimator based on \( h = 1/288 \), or 5-min sampling in a 24-h market, the upward bias remains large although it has dropped sharply relative to the “all” estimator. Reducing the sampling frequency further produces an even less biased estimator but we retain this relatively high frequency to explore more cleanly the implications of the noise-induced bias for the predictive ability of these measures compared to the more robust ones discussed below. The last estimator constructed directly from the standard realized volatility measure is the average estimator appearing in the third row. The averaging reduces the sampling variability, and in turn provides an improvement in the MSE compared to the sparse estimator.

The noise-robust estimators are all virtually unbiased for both models and noise levels, even if we have not optimized the sampling frequency or bandwidth but keep them fixed across all model designs.\(^{19}\) For Model 1 and moderate noise, the estimators have close to identical sampling variability, but for all other scenarios the average, two-scale and kernel measures display the lowest variability. In particular, the Zhou estimator is not competitive in this regard even though it is designed explicitly for this type of noise structure.

\(^{19}\) As illustrated in Section 4.4 below, the frequency and bandwidth are close to optimal for the two-scale and kernel estimator, respectively, in the empirically relevant scenario of Model 2 and moderate noise.

Table 5

<table>
<thead>
<tr>
<th>Model</th>
<th>IV_1</th>
<th>RV^\gamma_h</th>
<th>RV^\gamma_average</th>
<th>RV^\gamma_t</th>
<th>RV^\gamma_kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV_1</td>
<td>1.00</td>
<td>0.891</td>
<td>0.918</td>
<td>0.965</td>
<td>0.954</td>
</tr>
<tr>
<td>RV^\gamma_h</td>
<td>-</td>
<td>1.00</td>
<td>0.861</td>
<td>0.905</td>
<td>0.851</td>
</tr>
<tr>
<td>RV^\gamma_average</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>0.951</td>
<td>0.945</td>
</tr>
<tr>
<td>RV^\gamma_t</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>0.954</td>
</tr>
<tr>
<td>RV^\gamma_kernel</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
</tr>
</tbody>
</table>

\( \gamma = 0.1\% \)

\( \gamma = 0.5\% \)

Note: The table provides cross-correlation of the integrated variance and selected realized measures for model M2. \( \gamma \) is the noise-to-signal ratio, \( Var/noise/E[IV] \). \( RV^\gamma_h = RV/(1/1444) \); \( RV^\gamma_t = RV/(1/288) \); \( RV^\gamma_average \) averages the five \( RV^\gamma_h \) (1/288, k), \( 1 \leq k \leq 5 \); measures; \( RV^\gamma \) is the adjusted two-scale measure combining the \( RV^\gamma_h \) and \( RV^\gamma_average \) defined above; \( RV^\gamma Kernel = RV/Kernel(\text{Tukey-Hanning}, 4) \) given by (4.25).

4.4. True forecast performance of robust RV measures

We now compare the potential performance of linear forecasts constructed from the alternative return variation measures. In a direct extension of the findings for the regular RV measures in Table 1, we compute the true population \( R^2 \)'s by combining the results from Propositions 2.1 and 4.1. Given the wide array of alternatives, we focus on only one version of each estimator. Hence, the estimators are not calibrated optimally for each scenario but are, at best, designed to perform well for a couple of the relevant cases. Nonetheless, the results are sufficiently impressive that further improvements are unlikely to alter the qualitative conclusions.

Table 6 provides the results for daily, weekly and monthly forecast horizons. As expected, the measures most highly correlated with the true return variation also provide the best basis for forecasts. Hence, forecasts generated by the average estimator...
Let the discrete-time noise contaminated returns be

\[ R_t = \gamma \tilde{R}_t^\text{noise} \]  

where \( \tilde{R}_t^\text{noise} \) is the noise contaminated return. The explanatory variable is either \( \tilde{R}_t^\text{noise} \) or \( \tilde{R}_t^\text{noise} \) defined above; \( \tilde{R}_t^\text{noise} = \tilde{R}_t^\text{noise} (1/1444) \) defined in (4.21); \( \tilde{R}_t^\text{noise} = \tilde{R}_t^\text{noise} (L + 1)/1444, 1 \leq L \leq 1; \) and \( \tilde{R}_t^\text{noise} \) is the adjusted two-scale measure that combines \( \tilde{R}_t^\text{noise} = \tilde{R}_t^\text{noise} (1/1444) \) and \( \tilde{R}_t^\text{noise} \) with the same bandwidth, \( \tilde{R}_t^\text{noise} = \tilde{R}_t^\text{noise} \) (Tukey-Hanning, \( L \) defined in (4.25).

We have informally stressed the importance of low sampling variability for forecast performance across the alternative realized variation measures. This intuition may be formalized through an extension of the result underlying Eq. (3.16).

**Proposition 4.2.** Let the discrete-time noise contaminated returns be determined by an ESV model and the relationship in Eq. (2.8). Let \( R_M(t) \) denote a realized volatility measure as defined in Eq. (4.1) with corresponding quadratic form weights \( q_i \) such that

\[ \forall i, 1 \leq i \leq 1/h, \quad q_i = 1. \]  

Then,

\[ \text{Cov}[\tilde{R}_{t+1}, R_M(t)] = \text{Cov}[\tilde{R}_{t+1}, \tilde{R}_t]. \]  

(4.27)

Consequently, maximizing the \( R^2 \) from the regression of \( \tilde{R}_{t+1} \) on a constant and a \( R_M(t) \) measure of the form (4.1) under the restriction (4.27) is tantamount to minimizing the variance of the

\[ \text{Var} [R_M(t)] \text{ Cov}[\tilde{R}_{t+1}, R_M(t)] + \text{Var} [\tilde{R}_{t+1}] \gamma. \]  

(4.28)

The following proposition provides closed form expressions for the requisite covariance term.

**Proposition 4.3.** Let the discrete-time noise contaminated returns be determined by an ESV model and the relationship in Eq. (2.8). Let \( R_M(t) \) and \( R_M(t) \) denote two realized volatility measures as defined

\[ R = \gamma \tilde{R}_t^\text{noise} \]  

where \( \tilde{R}_t^\text{noise} \) and \( \tilde{R}_t^\text{noise} \) denote different realized measures. The associated regression \( R_M(t) \) involves a covariance term which we have not directly considered previously.

\[ \text{Var} [RM(t)] \text{ Cov}[\tilde{R}_{t+1}, RM(t)] \]  

(4.29)

The superior performance of the average estimator may be an artifact of the i.i.d. noise assumption although we expect it also to perform well for dependent noise. It is possible to accommodate more complex noise structures within a tractable ESV framework, as discussed in ABM (2006), but the lack of consensus regarding the dependence structure in the noise process is an obstacle for broadly exploring the issue.

\[ \text{Var} [\tilde{R}_t^\text{noise}] \]  

(4.30)
Table 8

<table>
<thead>
<tr>
<th>Indp. Var.</th>
<th>RV ′</th>
<th>RV ′</th>
<th>RV ′</th>
<th>RV ′</th>
<th>RV ′</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
</tr>
<tr>
<td>γ = 0.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV ′</td>
<td>0.841</td>
<td>0.852</td>
<td>0.877</td>
<td>0.870</td>
<td>0.844</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.852</td>
<td>0.864</td>
<td>0.889</td>
<td>0.882</td>
<td>0.856</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.877</td>
<td>0.889</td>
<td>0.914</td>
<td>0.908</td>
<td>0.880</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.870</td>
<td>0.882</td>
<td>0.908</td>
<td>0.901</td>
<td>0.874</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.844</td>
<td>0.856</td>
<td>0.880</td>
<td>0.874</td>
<td>0.848</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.870</td>
<td>0.882</td>
<td>0.908</td>
<td>0.902</td>
<td>0.874</td>
</tr>
<tr>
<td>γ = 0.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV ′</td>
<td>0.208</td>
<td>0.336</td>
<td>0.414</td>
<td>0.409</td>
<td>0.247</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.336</td>
<td>0.542</td>
<td>0.688</td>
<td>0.659</td>
<td>0.399</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.414</td>
<td>0.668</td>
<td>0.823</td>
<td>0.813</td>
<td>0.492</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.409</td>
<td>0.659</td>
<td>0.813</td>
<td>0.803</td>
<td>0.486</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.247</td>
<td>0.399</td>
<td>0.492</td>
<td>0.486</td>
<td>0.294</td>
</tr>
<tr>
<td>RV ′</td>
<td>0.387</td>
<td>0.624</td>
<td>0.769</td>
<td>0.760</td>
<td>0.460</td>
</tr>
</tbody>
</table>

Note: The table provides the R² of the M2 regression related to forecasts for a realized measure (dependent variable) one-day ahead, for models M1 and M2; γ is the noise-to-signal ratio, Var[noise]/Var[V]. The explanatory variable is a realized measure. RV ′ = RV ′(1/1444); RV ′ averages the five measures RV ′(1/288), 1 ≤ k ≤ 5; RV ′ is the adjusted two-scale measure that combines RV ′ and RV ′ defined above; RV ′ = RV ′(1/1444) is defined in (4.21); RV ′(Tukey–Hanning, 4) is given by (4.25).

Due to the increased number of cross-comparisons, as before, the relative rankings are preserved over the longer horizons. Table 8 conveys the now familiar picture. The average estimator dominates uniformly both as the basis for forecasts and as the proxy for the future realized return variation. Moreover, the prior rankings are preserved everywhere across all the model designs. It is evident that using a precise ex-post estimator for the integrated variance improves the measured degree of predictability and allows the regressions to better convey the true relationship as captured in Table 7. For example, consider Model 2 and γ = 0.5%. Using the average estimator as the basis for the forecast and as the ex-post proxy for future return variation realizations, the R² is 41% compared to the actual R² of about 53% in Table 7. In contrast, exploiting the Zhou estimator in both capacities results in an R² below 4%. Although the figures reflect the specific model design, it exemplifies how the issue of observed versus true underlying predictability is crucially important in properly interpreting empirical studies in this area.23

5. Conclusion

This paper extends existing analytic methods for the construction and assessment of volatility forecasts for diffusion models to the important case of market microstructure noise. The procedures are valid within the ESV model class, which includes most popular volatility diffusions, and may be adapted to accommodate other empirically relevant features. We apply the techniques to a few representative specifications for which we compare the performance of feasible linear forecasts constructed from alternative realized variation measures in the presence of noise to those based on optimal (infeasible) forecasts. We find it feasible to construct fairly precise forecasts but many aspects of the implementation require careful examination of the underlying market structure and data availability in order to design effective procedures.

Given the vast diversity in potential models, sampling frequencies, levels of microstructure noise, realized variation estimators and forecasting schemes, the costs associated with comprehensive simulation studies are formidable. Instead, the ESV analytical tools developed here enable us to study the relevant issues succinctly across alternative designs within a coherent framework, thus providing a guide for general performance and robustness. As such, we expect the approach to provide additional useful insights in future work concerning the design of alternative return variation measures and their application in the context of volatility forecasting.

Appendix: Technical proofs

Proof of Proposition 2.1. In the absence of any drift, E[r _{t+h} | t ] = 0 and Var[r _{t+h} | t ] = 0h (see, e.g., Meddahi, 2002b). Now given the i.i.d. assumption for the noise u_t, (2.15) and (2.16) follow readily from (2.8). Likewise, the non-contaminated returns r _{t+h} are uncorrelated (see, e.g., Meddahi, 2002b), while e_t^α is an MA(1) process. Hence, the observed returns r _{t+h} will also follow an MA(1) process with

\[ \text{Cov}(r _{t+h}^*, r _{t-(h-1)}^*) = \text{Cov}(e_t^*, e_{t-(h-1)}) = -\text{Var}[u_t] = -V_u. \]

22 Also note that for the feasible regressions analyzed here minimizing the variance of the explanatory robust measure is not equivalent to maximizing the R² in the Mincer–Zarnowitz regression, as the numerator in the R² will also depend on h, and Cov[IV ′, RV ′] ≠ Cov[IV ′, RV ′] for q_h ≠ 1.

23 As previously noted, ABM (2005) provide a technique for formally converting the observed degree of predictability into an estimate of the higher true predictability through a fairly simple procedure.
Now, using the \( T \)-invariance of the volatility, the returns are independent. Therefore, the last equation achieves the proof. \( A.1 \)

\[
A_{ibkl} = E[r_{ij}^* r_{kl}^*] + E[r_{ij}^* r_{kl}^*] + E[r_{ij}^* r_{kl}^*] + E[r_{ij}^* r_{kl}^*] + E[r_{ij}^* r_{kl}^*] + E[r_{ij}^* r_{kl}^*].
\]

\[
A_{ibkl} = E[r_{ij}^* r_{kl}^*] = \delta_{i,j} a_0 h \text{ and } E[e_1 e_2] = E[r_{ij}^* r_{kl}^*] - \delta_{i,j} - u_{2,i} V_u = 2h r_{ij} - \delta_{i,j} - u_{2,i} V_u. \]

\[
A_{ibkl} = 6E[(r_{ij}^*)^2] E[e_1^2] = 12a_0 V_u h \text{ if } i = j = k = l,
\]

\[
= 3E[(r_{ij}^*)^2] E[e_1 e_{i-1}] - 3a_0 V_u h \text{ if } i = j = k + 1 = l + 1,
\]

\[
or i = j + 1, j = k + 1 = l + 1,
\]

\[
= 2E[(r_{ij}^*)^2] E[e_1^2] \text{ if } i = j = k + 1, k = l + 1,
\]

\[
= 0 \text{ if } i = j + 1, j = k + 1, k = l + 1.
\]

\[
= 0 \text{ otherwise.} \quad A.4
\]

Now combining (A.2)–(A.4) results in (2.18).

The proof of (2.19) proceeds similarly to one for (2.18). The main difference stems from the fact that \( t + m + jh > t + 1 + kh \), so that several terms that appear in (2.18) are now zero. In particular, by using the MA(1) structure of \( e_{1,h}^* \), it follows that

\[
\begin{align*}
\text{Cov}[r_{(t-1+h)-1+1\text{m}+jh-1+k}^*, \text{r}_{(t-1+k-1+h)}^*] \\
= \text{Cov}[r_{(t-1+h)-1+1\text{m}+jh-1+k}^*, \text{r}_{(t-1+k-1+h)}^*] \\
+ \text{Cov}[e_{1,h}^*, e_{1,h}^*] \\
= \delta_{i,j} \delta_{k,l} \text{Cov}[(r_{(t-1+h)-1+1\text{m}+jh-1+k})^2, \text{r}_{(t-1+k-1+h)}^*] \\
+ \delta_{m,1} \delta_{k,l} h \text{Cov}[u_{1,h}, u_{1,i}] \\
= \delta_{i,j} \delta_{k,l} \sum_{n=1}^{2} \frac{\sigma_n^2}{\lambda_n^2} (1 - \exp(-\lambda_n h))^2 \exp(-\lambda_n (i-k-1) h) \\
+ \delta_{m,1} \delta_{k,l} h \text{Cov}[u_{1,h}, u_{1,i}].
\end{align*}
\]

where the first part in the last equation is a consequence of Lemma A.1 given below. The last equation achieves the proof of (2.19). \( \square \)

**Lemma A.1.** Let \( a, b, c, d \) be real numbers such that \( a \leq b \leq c \leq d \). Then, for any \( h > 0 \),

\[
\text{Cov} \left[ \int_a^b \sigma_n^2 du, \int_c^d \sigma_n^2 du \right] = \sum_{n=1}^{2} \frac{\sigma_n^2}{\lambda_n^2} (1 - \exp(-\lambda_n (d-c))) \times \exp(-\lambda_n (c-b)).
\]

**Proof of Lemma A.1.** We have

\[
\text{Cov} \left[ \int_a^b \sigma_n^2 du, \int_c^d \sigma_n^2 du \right] = \sum_{1 \leq n, m \leq \rho} a_{nm} E \left[ \int_a^b P_n(f_u) du \int_c^d P_m(f_u) du \right] = \sum_{1 \leq n, m \leq \rho} a_{nm} b_{n,m}.
\]
\[
b_{n,m} = \mathbb{E} \left[ \int_a^b P_n(f_a) du \int_c^d E[P_m(f_b) \mid f \tau \leq b] db \right] \\
= \int_a^b E[P_n(f_a)P_m(f_b)] db \int_c^d \exp(-\lambda_m(u-b)) du \\
= \sum_{1 \leq n,m \leq p} a_n a_m \int_a^b \exp(-\lambda_n(b-u)) \delta_{n,m} du \\
\times \left[ 1 - \exp(-\lambda_m(d-c)) \right] \exp(-\lambda_m(c-b)) \\
= \sum_{1 \leq n,m \leq p} a_n a_m \delta_{n,m} \left[ 1 - \exp(-\lambda_n(b-a)) \right] \\
\times \left[ 1 - \exp(-\lambda_m(d-c)) \right] \exp(-\lambda_m(c-b)),
\]

i.e., (A.5).

In order to prove (2.20) note that the independence of the noise with the volatility and the no leverage assumption imply that

\[
\text{Cov}[IV_{t+1}, RM_t(h)] = \sum_{1 \leq j,k \leq l/2} \bar{q}_j \bar{q}_k \times \text{Cov}[IV_{t+1+h}^{(b)} \cdot IV_{t+1+h}^{(b)}, IV_{t+1+h}^{(b)}, IV_{t+1+h}^{(b)}].
\]

When \( m > 1 \), (A.9) combined with the first part of (2.19) leads to (4.32). When \( m = 1 \), (A.9) combined with the second and third parts of (2.19) leads to (4.31). This achieves the proof of Proposition 4.3. □
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