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1 Introduction

Coordination games have been used extensively to model many economic and social applications. Examples

include bank runs (Diamond and Dybvig (1983)), adoption of a new technology in the presence of network

extenalities (Katz and Shapiro (1985)), macroeconomic coordination failures (Cooper and John (1988)), self-

fulfilling currency crises (Obstfeld (1996)) and riots and political change (Atkeson (2000)). One of the first

papers to place coordination games in a dynamic context is Farrell and Saloner (1985). They show that in

coordination problems such as when firm in an industry face a decision to switch to a more efficient technology

standard, sequentiality of moves “solves” the coordination problem. In contrast, in a simultaneous-move game

players can get stuck in an equilibrium staying with the old standard. In particular, they study a game in

which each player make one publicly observed decision sequentially, in an exogeneously determined order.

In such a game, standard backward induction arguments establish the existence of a unique subgame perfect

Nash equilibrium (SPNE) in which players coordinate on the Pareto superior action. While this prediction

is stark, the game in which it is established is clearly stylized. In this paper we revisit the question of

whether asynchronicity of moves leads to efficient coordination in an infinite-horizon model in which players

can switch back and forth between actions arbitrarily many times.1

In particular, we study a continuous-time model, in which a stage game is played continuously, generating

flow payoffs. However, players can only change their actions at idyosychratic random times, and a player

is locked into the previously selected action between such opportunities. This is one of the two types of

asynchronous-move games commonly investigated in the literature, the other being discrete time alternating-

move games. The two types of games are closely related,2 and we adopted the continuous-time framework

because for more than two players it is analytically more tractable and we also think that it is a more

natural modeling assumption in most applications than assuming a fixed deterministic order of moves.

Asynchronous-move models originated in the macroeconomic literatures of staggered prices, and of costly

search: see Calvo (1983) and Burdett and Judd (1983). These models have generated considerable interest

in game theory since the seminal works of Maskin and Tirole (1988a, 1988b), and more recently in empirical

industrial organization (Arcidiacono et al. (2010), Doraszelski and Judd (2012)). The theoretical interest

stems from the fact that predictions obtained from the study of these games are often very different than those

from standard repeated games with simultaneous moves.3 In empirical applications, as Arcidiacono et al.

(2013) points out, the main advantage of asynchronous-move models is that their computational complexity
1It is natural to allow for agents to switch back and forth in many of the applications mentioned above. The adopter of a new

technology, in an environment with network externalities, might want to switch back to the older technology if she realizes that
the new technology will not attract a sufficiently large user base. Citizens during a revolution might go back and forth between
being passive versus active, depending on their updated expectations regarding the likelihood of success of the movement.

2For example, Maskin and Tirole (1988a) points out the equivalence of the set of Markov perfect equilibria for 2-player
games in the two settings.

3For implications in contrast with predictions of simultaneous-move dynamic games, see for example Maskin and Tirole
(1988a, 1988b), Lagunoff and Matsui (1997), Takahashi and Wen (2003), and Ambrus et al. (2014).
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is greatly reduced relative to standard models. This facilitates structural estimation and counterfactual

policy-simulations in complicated dynamic models with a large number of state variables. Furthermore, as

Schmidt-Dengler (2006) and Einav (2010) point out, asynchronicity of moves is a more realistic modeling

assumption in many situations.

Formally, we investigate when it is the case that the Pareto dominant Nash equilibrium of the stage

game is the unique limit outcome in the dynamic game, in the sense that in every equilibrium of the game,

independently of the initial action profile, play gets absorbed in the above outcome in finite time, with

probability one.4 For most of the paper we restrict attention to Markov perfect equilibria (MPE), in the

sense of investigating when the Pareto dominant Nash equilibrium is the unique limit outcome of the game

across MPE. MPE are SPNE in which players play Markovian strategies that only depend on payoff-relevant

states, which in our games are the action profiles other players are locked into. Besides tractability, our

motivation for focusing on MPE comes from Bhaskar and Vega-Redondo (2002) and from Bhaskar, Mailath

and Morris (2013), who show that natural refinement criteria select MPE in asynchronous-move games.5 At

the end of the paper we provide a partial extension of our results to address the question of when the Pareto

dominant Nash equilibrium is the unique limit outcome in all SPNE.6

First we provide an exact characterization of when there is a unique limit outcome in MPE in 2 × 2

games. We show that for a full dimensional set of payoff specifications of the stage game, there is a range of

discount rates for which this is the case. In particular, when the Pareto dominant Nash equilibrium of the

stage game is risk-dominant, it is the unique limit outcome of the dynamic game in MPE for discount rates

close to 0.7 Moreover, the Pareto dominant Nash equilibrium of the stage game can also be the unique limit

outcome of the dynamic game when it is risk-dominated, however in this case for an intermediate range of

discount rates. All in all, our necessary and sufficient condition for unique limit outcome in MPE, which

is on the payoffs of the game and the discount rate, is a generalization of risk-dominance, and it applies

to arbitrary levels of patience (as opposed to most existing papers on emedding games into noisy dynamic

environments, which focus on equilibrium selection for high levels of patience).

Next we consider symmetric n-player coordination games, with binary action sets. We show that for

sufficiently high levels of patience, generically there is a unique symmetric MPE on pure strategies, in which
4As we discuss in subsection 6.1, this does not necessarily imply uniqueness of expected payoffs across all MPE, the latter

typically requires stronger conditions.
5While formally the results in Bhaskar and Vega-Redondo (2002) and Bhaskar, Mailath and Morris (2013) are established

for deterministic alternating-move games, if one extends to notion of bounded memory to our setting along the lines of players
remembering the last K action choices in the game, for some K ≥ 1, then their proofs go through without any modification in
our setting, too.

6As we show, the answers to these questions in our infinite-horizon setting are quite nuanced. In contrast, much stronger
unique selection results hold generically in finite horizon asynchronous move games, as shown for example in Dutta (2012) and
CKLS (2014).

7In models like ours, with random opportunities to take action corresponding arrival times of a Poisson process, only the
ratio λ

r
matters, which is related to the neutrality of the model in what unit is used to measure time. For this reason, any

comparative statics on r with a fixed λ exactly correspond to comparative statics on λ with a fixed r. For example, any result
that holds for r close enough to 0 (for a fixed λ) also holds for high enough λ (for a fixed r).
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in every Markovian state either the action corresponding to the Pareto dominant Nash equilibrium (α) or

in every state the other action (β) is played. The condition that determines which Nash equilibrium of the

stage game is selected is a generalization of risk-dominance for symmetric n-player games: α is the unique

absorbing state of the unique symmetric pure strategy MPE iff the sum of payoff differences in the stage

game for playing α versus β, when i other players is playing (i being summed from 0 to n − 1, the latter

corresponding to all other players playing α) is strictly positive. Conversely, when the above sum is strictly

negative, β is selected to be the unique limit outcome in pure strategy symmetric MPE. Using techniques

from the theory of stationary Markov chains,8 we show that when playing α in every state is the unique

symmetric pure strategy MPE then α is also the unique absorbing state in every symmetric MPE in mixed

strategies, and therefore it is the unique limit outcome across all symmetric MPE. In contrast, in the region

where playing β in every state is the unique symmetric pure strategy MPE, there are always symmetric

mixed MPE with α being an absorbing state. Hence in this region there cannot be a unique limit outcome

in symmetric MPE. Finally we conclude the analysis of symmetric n-player coordination games by showing

that whenever parameters are such that α is the unique limit outcome in all symmetric MPE, then payoffs at

all states approximate the Pareto dominant payoff in all equilibria when the players are sufficiently patient.

To summarize the above results, we find that asynchronicity of moves can solve coordination problems

in a dynamic setting, even with infinite horizon and no restrictions on switching actions back and forth, but

only if certain conditions hold for off-equilibrium payoffs. For patient players these conditions can be simply

summarized through risk-dominance (a simple generalization of risk dominance, in the case of more than

two players).

We also show that our results can be extended in various directions. First, there also exists a full

dimensional set of parameter specifications with unique limit outcome over all SPNE (not only all MPE).

As expected, this holds for a strictly smaller set of specifications than uniqueness of limit outcome for MPE.

Moreover, for generic payoff specifications it can only hold for intermediate levels of patience (relative to the

frequency of being able to change actions). Intuitively, when players are very patient, then in infinite-horizon

games such as the ones we consider, some form of the folk theorem applies, implying a severe multiplicity

of equilibria. On the other hand, if players are very impatient then either of the Nash equilibria of the

stage game can become absorbing, as players are not willing to sacrifice current payoffs for future payoff

improvements. Our result here complements the findings of Lagunoff and Matsui (1997), who show that in

an asynchronous-move repeated game framework the Pareto-dominant equilibrium gets selected in a class of

pure coordination games for high enough discount factors. However, this result only holds for a nongeneric

class of coordination games, as in generic asynchronous-move games versions of the folk theorem were shown

to hold by Dutta (1995) and Yoon (2001).9 Our unique limit outcome result does not get into friction with
8For an introduction, see Chapter 4 of Gallager (2013) or Chapters 1 and 2 of Karlin and Taylor (1975).
9Lagunoff and Matsui (2001) point out that the genericity or non-genericity of anti-folk theorems depends on the order limits
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the folk theorem, because it applies for intermediate discount rates.

We also extend some of our results to Battle of the Sexes (BoS) type games, in which players disagree

which of two stage game Nash equilibria to coordinate on. In such games the conditions for unique limit

outcome are stronger, and even in MPE it can only happen for intermediate levels of patience.

2 Related Literature

Besides Lagunoff and Matsui (1997), discussed above, Takahashi (2005) investigated the possibility unique

equilibrium selection in a class of asynchronous-move common interest games, encompassing both finite and

infinite horizons. Unique limit outcome in MPE, which is the main focus of our work, is not investigated,

instead the paper provides a sufficient condition for unique limit outcome in SPNE. In the class of games that

are in the intersection of the two papers, the condition we provide in our extension to SPNE is independent

of the condition provided by Takahashi (2005). Our focus on MPE allows us to provide not only a sufficient,

but a necessary and sufficient condition for unique limit outcome (in all MPE for 2-player games and in all

symmetric MPE for symmetric n-player games).10

There are also several lines of literature with a similar motivation than our paper, but adopting modeling

assumptions that depart from ours in important ways. Dynamic models of technology adoption (see for

example Katz and Shapiro (1986), Farrell and Klemperer (1997), Young (2009) and Frick and Ishii (2014))

assume that the decision to switch from an existing technology to a new one is irreversible, as opposed to the

repeated game type framework we investigate. The recent literature on asynchronous move games with a

finite horizon (see Takahashi (2005), Dutta (2012) and Calcagno, Kamada, Lovo and Sugaya (2014) (CKLS))

obtains strong unique limit outcome selection results whenever the stage game has a Pareto dominant

equilibrium.11 In contrast in infinite-horizon games like the ones we investigate, we show that stronger

conditions are necessary for the selection of a unique limit outcome even in MPE. Lastly, papers on games

with strategic complementarities embedded into a dynamic context, such as Matsui and Matsuyama (1995),

Frankel and Pauzner (2000), and Burdzy et al. (2001), typically assume a continuum of agents, implying

that a player’s action choice does not have any influence on future action choices of others.12 Moreover, in

Frankel and Pauzner (2000) and Burdzy et al. (2001) players observe a payoff-relevant state, which evolves

according to an exogenously specified stochastic process, perfectly. With positive probability, the stochastic

process eventually pushes the state to a region in which a given action becomes strictly dominant, facilitating

global games type arguments for unique equilibrium selection. In contrast, as both Frankel and Pauzner

are taken, as for any discount factor close to 1, there is a full-dimensional set of coordination-games for which all spne payoffs
have to be very close to the payoffs in the Pareto-dominant equilibrium of the stage game.

10Haller and Lagunoff (2000) investigate MPE of asynchronous-move games, but they do not address the question of unique
limit outcome.

11As Dutta (2012) shows, when the order of moves is determinisitic then SPNE is generically unique with finite horizon even
without assuming a Pareto dominant equilibrium.

12See also earlier related papers on settings with noisy evolution and learning, as in Kandori et al. (1993) or Young (1993).
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(2000) and Burdzy et al. (2001) point out, an environment in which the state begins and remains forever

(with probability one) in a region where no actions are strictly dominant necessarily leads to a multiplicity

of equilibria in these games. Despite all of these differences, the conditions we obtain for unique limit

outcome in MPE of coordination games, as the discount rate is taken to 0, are similar.13 The reason is

that players’ incentives in the two types of models become similar at the respective limits, essentially boiling

down to players preferring the risk-dominant action. Away from the limit typically players in our model have

more complex strategic incentives than in the above models, even when we restrict attention to Markovian

strategies. This relates to the feature of our model that players are non-negligible, and their current choices

can influence subsequent choices of the other players (in contrast with the above papers which feature a

continuum of agents).

3 The model

Let G = (N,A, u) be an n-player normal form game, with the action set of each player i being Ai = {αi, βi},

with the restriction that there exist exactly two strict Nash equilibria of the game: α = (α1, ..., αn) and

β = (β1, ..., βn), and ui(α) > ui(β) for every i ∈ N We will refer to G as the stage game. Our restrictions

imply that G is a pure coordination game, with α as the Pareto dominant Nash equilibrium.

We consider a continuous-time dynamic game with asynchronous moves, in which players play the above

stage game indefinitely, and accumulate payoffs continuously, but they can only change their actions at

random discrete times that correspond to realizations of random arrival processes. Formally, players are

associated with independent Poisson arrival processes with arrival rate λ. A player can only change her

action in the game at the realizations of her arrival process, hence in between two arrival events she is

locked into the action chosen at the former one. Let at denote the action profile played at time t. Player i’s

(normalized) payoff in the dynamic game is then defined as r
∫∞
0
e−rui(a

t)dt, where ui(·) stands for player

i’s payoff in the stage game and r is the discount rate (assumed to be the same for the two players, for

simplicity). We assume that the action profile at time 0, a0, is given exogenously.

Note that the independence of the arrival processes implies that it is a 0 probability event that there is

a point of time when both players can change their actions. We assume that the realizations of the arrival

processes are regular, and such simultaneous arrivals indeed never happen. Hence players, when they choose

actions, know what action the opponent will be locked in for a random amount of time.

We assume that arrivals are publicly observed, hence a publicly observed history of the game at time t,

labeled as ht, consists of the path of the action profile on [0, t) and the set of realizations of each players’

arrival processes on [0, t). Let Ht be the set of such ht. Strategies of player i are measurable mappings from
13More precisely, in our games, the Pareto dominant action profile is selected as a unique limit outcome when it is also risk

dominant. Loosely speaking, the above papers find that the risk dominant equilibrium (not the Pareto dominant action profile)
is selected as a unique limit outcome. Thus in both approaches, risk dominance is the key condition that leads to unique
selection results.
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Ht to {αi, βi}, with the value at ht interpreted as the action that the given player would choose at time t if

she had an arrival at that time and the history at that time was ht.14

In most of the analysis below, we focus on the set of MPE, that is SPNE in which any player’s action

choices only depend on the payoff relevant state at the time of the action choice, which is simply the action

profile currently played by the opposing players.

4 Two-player Coordination Games

First we characterize the set of MPE for all possible payoff configurations and discount rates. This in

particular yields a necessary and sufficient condition for all MPE of the game (irrespective of the initial

action profile) having the property that play is eventually absorbed in α.15 For ease of exposition, we refer

to this property as having a unique limit outcome in MPE. The condition is then also a necessary condition

for having a unique limit outcome in SPNE.

If strategies are Markovian, at times when there is no arrival event, each player can only have four

continuation values, corresponding to the four possible action profiles in the stage game. Let vi(., .) denote

player i’s continuation payoff as a function of the action profile.

We begin by establishing a lemma on the relationship between continuation payoffs at different states in

any MPE, which will be useful in narrowing the possible candidate strategy profiles in MPE.

Lemma 4.1. Suppose that vi(αi, β−i) ≥ vi(β). Then in any Markovian equilibrium, we must have vi(α) >

vi(βi, α−i). Similarly if vi(βi, α−i) ≥ vi(α) then we must have vi(β) > vi(αi, β−i).

Proof. Assume that vi(αi, β−i) ≥ vi(β). Suppose by way of contradiction that vi(βi, α−i) ≥ vi(α). Note the

following:

vi(α) ≥ r

2λ+ r
ui(α) +

2λ

2λ+ r

(
1

2
vi(α) +

1

2
(pvi(α) + (1− p)vi(αi, β−i))

)
vi(αi, β−i) =

r

2λ+ r
ui(αi, β−i) +

2λ

2λ+ r

(
1

2
vi(αi, β−i) +

1

2
(pvi(α) + (1− p)vi(αi, β−i))

)
for some p ∈ [0, 1]. The first expression is an inequality since if player i obtains an arrival at state α, he has

an incentive to play βi. These expressions then imply that

vi(α)− vi(αi, β−i) ≥
r

λ+ r
(ui(α)− ui(αi, β−i)).

Next we can write the value functions when the currently played action of player i is βi:

vi(βi, α−i) =
r

2λ+ r
ui(βi, α−i) +

2λ

2λ+ r

(
1

2
vi(βi, α−i) +

1

2
(qvi(βi, α−i) + (1− q)vi(β))

)
vi(β) ≥ r

2λ+ r
ui(β) +

2λ

2λ+ r

(
1

2
vi(β) +

1

2
(qvi(βi, α−i) + (1− q)vi(β))

)
.

14This simple definition of strategies is standard in the literature, but implicitly assumes measurability of Ht. In the
Supplementary Appendix we provide details on how to construct an appropriate sigma algebra on Ht and define strategies
rigorously.

15As we show below, there is no set of parameters for which play in every MPE is eventually absorbed in β.
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This then implies

vi(β)− vi(βi, α−i) ≥
r

λ+ r
(ui(β)− ui(βi, α−i)).

Then this means that

vi(α)− vi(βi, α−i) = (vi(α)− vi(αi, β−i)) + (vi(αi, β−i)− vi(β)) + (vi(β)− vi(βi, α−i))

≥ r

λ+ r
(u1(α)− u1(α1, β2)) +

r

λ+ r
(u1(β)− u1(β1, α2))

=
r

λ+ r
(ui(α)− ui(βi, α−i) + ui(β)− ui(αi, β−i)) > 0.

This is a contradiction. Therefore we must have vi(α) > vi(βi, α−i).

The previous lemma is useful for narrowing the possible candidate strategy profiles in MPE.

Lemma 4.2. Neither (β1, α2) nor (α1, β2) can be part of any absorbing cycle in any MPE. This in particular

implies that in coordination games, either (α) or (β) (or both) must be absorbing states in any MPE.

Proof. By symmetry it suffices to prove that (β1, α2) cannot be part of an absorbing cycle. For (β1, α2) to

be part of an absorbing cycle, we need vi(β1, α2) ≥ vi(α) for both players i = 1, 2. Otherwise both players

would prefer to play αi whenever the opponent’s currently played action is α−i making (α) an absorbing

state. This however would make it impossible for (β1, α2) to be part of an absorbing cycle.

Using Lemma 4.1, this means that v1(β) > v1(α1, β2) and v2(β) > v2(β1, α2). But then this makes β an

absorbing state, making it impossible for (β1, α2) to be part of an absorbing cycle.

Our main interest is in the characterization of the set of parameter values for which (α) is the unique

absorbing state in every MPE. We do so by characterizing all parameter values in which there is an MPE

with an absorbing cycle containing (β), and then taking the complement of this set. Lemma 4.2 implies that

the latter is indeed the set of parameter values in which (α) is the unique absorbing state. Lemma 4.2 leaves

five possible kinds of dynamics in which (β) is an absorbing state:

α1, α2

β1, α2 β1, β2

α1, β2

α1, α2

β1, α2 β1, β2

α1, β2 α1, α2

β1, α2 β1, β2

α1, β2
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α1, α2

β1, α2 β1, β2

α1, β2 α1, α2

β1, α2 β1, β2

α1, β2

The last two dynamics are nongeneric (since only one player is mixing), and it is straightforward to show

that if for some parameter values such dynamics are possible in MPE, there is also an MPE with the second

or third type of dynamics. Therefore we examine necessary and sufficient conditions for the first three types

of dynamics to be possible in an MPE. Since the proof of the following lemma involves a tedious case by

case analysis, it is relegated to the Supplementary Appendix.

Lemma 4.3. The necessary and sufficient conditions for an equilibrium with (β) to be an absorbing state is

either

r

λ+ r
ui(αi, β−i) +

λ

λ+ r
u1(α) ≤ ui(β) ∀ i = 1, 2

or

ui(α) +
λ

λ+ r
ui(αi, β−i) ≤ ui(βi, α−i) +

λ

λ+ r
ui(β) ∀ i = 1, 2.

The previous results directly characterize our main object of interest, the set of parameter values for

which (α) is a global absorbing state.

Proposition 4.4. In a 2-player coordination game, α is the unique limit outcome in MPE iff:

(i) r
λ+rui(αi, β−i) + λ

λ+rui(α) > ui(β) for some i;

and

(ii) ui(βi, α−i) + λ
λ+rui(β) < ui(α) + λ

λ+rui(αi, β−i) for some i.

Proof. Lemma 4.2 implies that the set of parameter values with α being the unique limit outcome is the

complement of the set of parameter values with β being an absorbing state. The result then follows from

Lemma 4.3.

The two conditions in the above proposition are rather intuitive. The first one implies that at least one

of the players has a strict incentive to move out of (β) if she expects the other player to follow this move

by also switching from β to α. The second condition ensures that at least one of the players has a strict

incentive to stay in (α) for the time being, even if she expects the other player to switch to β forever at the

first opportunity. This eliminates MPE in which play moves out of (α) because players expect each other to

switch to β and both would prefer to switch first rather than second. It is straightforward that the above

8



conditions are necessary for α to be the unique limit outcome in MPE. The proof above establishes that

they are also sufficient.

We next investigate the question of when it is the case that for a certain payoff specification of the

game there exist discount rates such that α is the unique limit outcome in MPE. Note that the condition in

Proposition 4.4 can be rewritten as:

max
i=1,2

{
ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

}
>

λ

λ+ r
> min
i=1,2

{
ui(β)− ui(αi, β−i)
ui(α)− ui(αi, β−i)

}
(1)

In the limit as r → 0, the above condition simplifies to α being risk-dominant. This implies that in

two-player coordination games in which α is risk-dominant, there is an interval of r around 0 such that α is

the unique limit outcome in MPE.

Generally though condition (1) does not require payoff parameters for which α is risk-dominant. Consider

the following example, with ε > 0:

α2 β2
α1 1, 1 −(1 + ε), 0
β1 0,−(1 + ε) 0, 0

Note that

min
i=1,2

{
ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

}
=

1

1 + ε

Furthermore

min
i=1,2

{
ui(β)− ui(αi, β−i)
ui(α)− ui(αi, β−i)

}
=

1 + ε

2 + ε
.

Therefore for ε > 0 sufficiently small, there exists an open interval of discount rates for which α is the unique

absorbing state in all MPE, even though β is risk dominant in the above example.

In order to provide an explicit characterization for the set of payoffs for which there exists some r ∈ (0, 1)

with α being the unique absorbing state in all MPE, we define the following expression:

pi ≡
ui(β)− ui(αi, β−i)
ui(α)− ui(αi, β−i)

.

Intuitively if pi is very small, this means that the payoff advantage of ui(α) over ui(αi, β−i) is large relative

to payoff advantage of ui(β) over ui(αi, β−i). Thus a small pi means that player i is more willing to move

out of β with a short term cost of ui(β)− ui(αi, β−i) followed by a large payoff gain upon moving to ui(α).

Let p = min{p1, p2}. This represents the maximum willingness to move out of the β equilibrium. The

proposition below shows that a necessary and sufficient condition for all MPE to have a unique absorbing

state at α is if α is 1
1+p -dominant for at least one of the players. Note that small p makes the condition more

easily satisfied (1-dominance is simply the definition of Nash equilibrium).

Proposition 4.5. There exists an open parameter of discount rates in which α is the unique limit outcome

in all MPE if and only if

max
i=1,2

{
ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

}
> p.
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Moreover the above inequality holds if and only if for some player i α is 1/(1 + p)-dominant.

Proof. Note that from Inequality (1), a necessary and sufficient condition for α to be the unique limit outcome

in all MPE is:

max
i=1,2

{
ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

}
>

λ

λ+ r
> p. (2)

Because p < 1, there exists some open parameter of discount rates in which α is the unique limit outcome

in all MPE if and only if

max
i=1,2

{
ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

}
> p.

Then note that the above inequality is satisfied if and only if there exists i = 1, 2 such that

ui(α)− ui(βi, α−i)
ui(β)− ui(αi, β−i)

> p⇔ ui(α) + pui(αi, β−i) > ui(βi, α−i) + pui(β)

⇔ 1

1 + p
ui(α) +

p

1 + p
ui(αi, β−i) >

1

1 + p
ui(βi, α−i) +

p

1 + p
ui(β).

The last inequality corresponds exactly to α being 1/(1 + p) dominant for player i, proving the claim.

5 Symmetric n-Player Coordination Games

In this section we consider symmetric MPE of symmetric n-player coordination games. In particular, we

investigate when α is the unique limit outcome in symmetric MPE of such games, focusing on cases with

patient players. If players are impatient enough, both α and β are absorbing states in all MPE, hence there

cannot be a unique limit outcome. We focus on high versus intermediate levels of patience in n-player games

mainly for tractability.

Note that symmetric strategies can be expressed concisely as a map : p : K ≡ {0, 1, . . . , n − 1} →

∆({α, β}), where pk is interpreted as the probability with which a player, who arrives facing k opponents

(not including himself) playing α, plays α. Given any stationary symmetric MPE p, we can construct a

Markov chain with transition matrix A on the state space {0, 1, . . . , n} (representing the number of players

currently playing α) in the obvious way:

Ak,k+1 =
n− k
n

pk

Ak,k−1 =
k

n
(1− pk−1)

Ak,k = 1− n− k
n

pk −
k

n
(1− pk−1).

We now study properties of the Markov transition matrix A induced by an equilibrium p. Throughout this

section we use terminology standard in the theory of stationary Markov chains. For readers unfamiliar with

this terminology, we provide definitions in the Supplementary Appendix.
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5.1 Characterization of the Set of Symmetric MPE

First we show that a symmetric MPE with α as a limit outcome exists regardless of the parameters.

Claim 5.1. There exists a symmetric MPE (possibly mixed) in which α is an absorbing state.

Proof. Define G∗ to be a restricted game obtained from the original game by restricting each player’s action

set such that at any history at which n− 1 other players are playing α, the action choice is restricted to be

α. Define Σ to be the set of stationary Markovian behavioral strategies in G∗, that is the set of mappings

from {0, ..., n− 1} to ∆({α, β}) with the restriction that α is allocated probability 1 at n− 1). Next, for any

σ ∈ Σ and k ∈ {0, ..., n−1}, define BRk(σ) to be the set of best response (mixed) action choices for a player

i at a history at which k other players are playing α, given that all players other than i plays the stationary

Markovian strategy σ, and player i herself plays according to σ at every history in which the number of other

players playing α is not k. Let BR(σ) = ×
k∈{0,...,n−1}

BRk(σ). It is easy to verify that all the conditions for

Kakutani’s fixed point theorem hold for BR, therefore it has a fixed point σ∗. Consider now the symmetric

stationary Markovian strategy profile ξ in G∗ in which every player plays σ∗. Because σ∗ is a fixed point of

BR, every player at every Markovian state best responds to other players playing σ∗, implying that ξ is a

symmetric MPE of G∗. Furthermore, it also constitutes an MPE in G∗, since given ξ−1 playing α is a best

response at Markovian state n− 1, as it leads to the maximal feasible payoff in the game.

Our goal is to study properties of the set of equilibria when players are sufficiently patient. Towards this

end, we establish the following fact which narrows the set of possible limit outcomes.

Claim 5.2. There exists r∗ > 0 such that for all r < r∗ and any symmetric stationary MPE and A its

induced Markov chain, either

1. {α} is the unique recurrent class of A, or

2. {β} is the unique recurrent class of A.

Proof. See Appendix A for the proof.

The proof in the Appendix first establishes that any recurrent class in a symmetric MPE has to consist

of a single state, otherwise players would have an incentive to deviate at least at one boundary state of

the recurrent class. Then it is shown that such a state cannot be interior. The most involved part of

the proof, in which we use techniques from the theory of stationary Markov chains, establishes that for

low enough discount rates there cannot exist symmetric MPE with both α and β absorbing states. The

intuition here is that very patient players should mostly care about maximizing the probability of ending up

in state α versus β. Therefore in any candidate profile in which both α and β are absorbing, we show the

existence of a state in which β is played with positive probability despite players having a strict incentive to

11



play α, leading to a contradiction. Note however that the possibility of equilibrium strategies with mixing

probabilities potentially approaching degenerate distributions and hence slowing down transition necessitates

subtle arguments here, for which we exploit certain properties of limits of matrices of transition probabilities

in MPE when the discount rate is taken to 0.

Our ultimate goal is to characterize necessary and sufficient conditions of payoffs in the stage game for

which, when players are sufficiently patient, {α} is the unique recurrent class in all equilibria. To understand

these necessary and sufficient conditions, Claims 1 and 5.2 imply that it is sufficient to study exactly when

equilibria of type 2 above exist when players are sufficiently patient. To this end, the following claim

establishes a key inequality that must be satisfied in any equilibrium in which {β} is the unique recurrent

class of A. Before we proceed to the claim, we establish the following conventions for the remainder of this

section: Define max ∅ = −1 and vα−1 = vβ−1 = 0.

Claim 5.3. Suppose that an equilibrium q exists with qk < 1 for all k = 0, 1, . . . , n − 1 and q0 = 0. Define

k = max{k < n− 1 : qk ∈ (0, 1)}. Then for all k ≥ k,

vαk+1 − v
β
k+1

r
≥ 1

r + λ(k + 2)

(
uαk+1 − u

β
k+1

)
+

λ(k + 1)

r + λ(k + 2)

vαk − v
β
k

r
.

Proof. See Appendix Section A.3 for the proof.

To derive this inequality, first we observe that in a symmetric MPE with β as a unique absorbing state,

expected continuation payoffs are monotonic in the state (the number of other players currently playing β).

We can use this fact to provide an upper bound on vβk in terms of uβkand v
β
k−1, and a lower bound on vαk in

terms of uαk and vαk−1. The statement in the claim is implied by these inequalities.

We are now ready to state the main proposition, which provides a clean characterization of the set of

payoff parameters under which α is chosen as a unique limit outcome in all symmetric MPE for patient

players.

Proposition 5.4. If
n−1∑
i=0

uαi >

n−1∑
i=0

uβi , (3)

then there exists some r∗ such that whenever r < r∗, α is the unique limit outcome in all symmetric MPE;

on the other hand if
n−1∑
i=0

uαi <

n−1∑
i=0

uβi ,

then there exists r∗ such that whenever r < r∗, a symmetric MPE with β as an absorbing state exists.16

Proof. We first prove the first part of Proposition 5.4: if Inequality (3) holds, there exists some r∗ > 0 such

that α is the unique limit outcome in all symmetric MPE. Suppose otherwise. By Claim 5.2, there exists

16We ignore the case in which
∑n−1
i=0 (uαi − u

β
i ) = 0 since it is non-generic.
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some sequence of discount rates r` → 0 with corresponding equilibria p` such that p` has β as a unique

absorbing state for all `. Without loss of generality we can take this sequence to be such that p` converges

(by Heine-Borel). Let us denote the corresponding value functions as vα,`k and vβ,`k for all ` and k.

For every `, let k` = max{k < n− 1 : p`k ∈ (0, 1)}.17 Because {0, 1, 2, . . . , n− 2} is finite, again without

loss of generality, we can assume the complete sequence to be such that k` = k for some k for all ` (otherwise,

take an appropriate subsequence). By Claim 5.3, for all k ≥ k and `,

vα,`k+1 − v
β,`
k+1

r`
≥ 1

r` + λ(k + 2)

(
uαk+1 − u

β
k+1

)
+

λ(k + 1)

r` + λ(k + 2)

vα,`k − vβ,`k
r`

.

To simplify notation, define

∆k := lim
`→∞

inf
vα,`k − vβ,`k

r`
.

Using this notation, the above inequality implies

∆k+1 ≥
1

λ(k + 2)

(
uαk+1 − u

β
k+1

)
+
k + 1

k + 2
∆k

for all k ≥ k. Furthermore by the definition of k, ∆k = 0.

Then the above set of inequalities implies that

∆n−1 ≥
1

λn

n−1∑
j=k+1

(uαj − u
β
j ) > 0.

But this implies that there exists some `∗ such that for all ` > `∗, v
α,`
n−1−v

β,`
n−1

r`
> 0, which means that for all

` > `∗, p`n−1 = 1, a contradiction.

To prove the second part of the proposition, we show more strongly that whenever
∑n−1
k=0(uαk − u

β
k) < 0,

the pure strategy in which all players play β with probability one at all states is indeed an equilibrium

for sufficiently patient players. The proof is a straightforward computation whose details are contained in

Appendix Section A.4.

Note that Claim 5.2 implies that for low enough discount rates, the only candidate symmetric pure

strategy MPE are the profiles in which either every player plays α at all Markovian states or every player

plays β at all Markovian states. It can be seen easily that for high enough discount factors, such symmetric

pure strategy equilibria indeed exist, and it is generically unique within the class of symmetric pure MPE:

when
∑n−1
i=0 u

α
i >

∑n−1
i=0 u

β
i it involves everyone playing α, while in the region where

∑n−1
i=0 u

α
i <

∑n−1
i=0 u

β
i it

involves everyone playing β. Furthermore in the former parameter region, Proposition 5.4 also shows that α

is the unique absorbing state in all other (mixed) symmetric MPE when players are sufficiently patient. In

contrast, in the latter parameter region, the above discussion and Claim 5.1 together imply the multiplicity

of possible limit outcomes in symmetric (mixed) MPE.

17Recall that we let max ∅ = −1 and defined vα,`−1 = vβ,`−1 = 0 for all `.
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5.2 Payoffs

Note that the previous section establishes α as the unique limit outcome in all symmetric MPE when players

are patient and the generalized risk dominance condition holds. This however does not necessarily imply

that payoffs at all states in all symmetric MPE must approximate uαn−1 when players are sufficiently patient.

This is because equilibria may exist in which the transition to α from certain states becomes arbitrarily slow

(relative to the discount rate) even as players become patient.18 The proposition to follow rules out such

possibilities.

Fix λ = 1 and define the set E(r, u) as the set of payoff vectors v = {vαk , v
β
k }

n−1
k=0 that are the payoffs at

the corresponding states of some symmetric MPE of the game with discount rate r and stage game payoffs

u.

Proposition 5.5. Suppose that
n−1∑
i=0

uαi >

n−1∑
i=0

uβi .

Then for every ε > 0, there exists some r∗ > 0 such that for all r < r∗, max
{
|vαk − uαn−1|, |v

β
k − uαn−1|

}
< ε

for all k = 0, 1, . . . , n− 1 for all v ∈ E(r, u).

Proof. This is implied directly by Proposition 5.4 and Proposition A.1 in the Appendix.

6 Discussion and Extensions

6.1 Uniqueness of payoffs in MPE

The fact that α is the unique limit outcome in MPE does not necessarily imply uniqueness of expected

payoffs in MPE, as we demonstrate below.

Fix some λ > 0 and consider a symmetric game with the following parameter specifications:

ui(α) + ui(αi, β−i) ≥ ui(βi, α−i) + ui(β) ∀i = 1, 2, (4)

ui(βi, α−i) > ui(αi, β−i) ∀i = 1, 2. (5)

For example these specifications are satisfied by the following stage game:

α2 β2
α1 3, 3 −2,−1
β1 −1,−2 0, 0

We show that under these payoff specifications, there exists an open set of r’s under which α is chosen as

the unique limit outcome but there exist multiple equlilibria with α as an absorbing state yielding different

payoffs. In fact we show the existence of two kinds of equilibria depicted in the following figure:
18Note that the results in the previous subsection do not rule out the existence of multiple mixed symmetric MPE in the

region in which α is the unique limit outcome in symmetric MPE.
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α1, α2

β1, α2 β1, β2

α1, β2 α1, α2

β1, α2 β1, β2

α1, β2

Figure 1: Multiple Equilibria

We now show the existence of the first type of equilibrium under the inqualities assumed above. It is

easy to show that an equilibrium of the first type exists if

u1(α)− u1(α1, β2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(β1, α2)

u2(β)− u2(β1, α2)
> 1 +

r

λ
>
u1(α)− u1(β1, α2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(α1, β2)

u2(β)− u2(β1, α2)

By symmetry of payoffs, an equilibrium of the second type exists if the same inequalities hold.

Note moreover that inequality (4) and inequality (5) imply that

u1(α)− u1(α1, β2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(β1, α2)

u2(β)− u2(β1, α2)
>
u1(α)− u1(β1, α2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(α1, β2)

u2(β)− u2(β1, α2)
≥ 1.

Therefore for a given λ, there exists some ε > 0 and some r∗ > 0 such that for all r ∈ (r∗ − ε, r∗ + ε),

u1(α)− u1(α1, β2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(β1, α2)

u2(β)− u2(β1, α2)
> 1 +

r∗

λ
>
u1(α)− u1(β1, α2)

u1(β)− u1(α1, β2)
=
u2(α)− u2(α1, β2)

u2(β)− u2(β1, α2)
≥ 1.

Therefore under these payoffs, λ and discount rate r ∈ (r∗ − ε, r∗ + ε), both equilibria exist. But note also

that inequality (1) implies that under these parameters, α must be the unique limit outcome.

The set of parameter values for which α is the unique limit outcome in MPE and expected MPE payoffs

are unique can be characterized using the same strategy we used in establishing Lemma 4.3 and Proposition

4.4. We do not pursue this exercise here.

6.2 Uniqueness of limit outcome in SPNE

A Nash equilibrium of the stage game can be the unique limit outcome not only in all MPE, but in all SPNE,

in both coordination games and BoS games. The Supplementary Appendix provides a concrete example.

Here we provide a sufficient condition for α be the unique limit outcome in a 2x2 coordination game. The

conditions are satisfied for a full-dimensional set of parameter values, implying that unique limit outcome in

SPNE is not a nongeneric property.

First we provide conditions guaranteeing that whenever (α) is an absorbing state in an MPE, play

eventually ends up there, from any starting state. To simplify notation, given a time t history, we let ‖ht‖

be the currently played action at time t.
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Lemma 6.1. Suppose that in a SPNE, both players i = 1, 2 play αi whenever the opponent’s currently played

action is α−i. Suppose further that either one of the following inequalities holds:

r

r + λ
u1(α1, β2) +

λ

r + λ
u1(α) > u1(β)

r

r + λ
u2(α2, β1) +

λ

r + λ
u2(α) > u2(β).

Then in every subgame perfect equilibrium σ and any history ht,

Prσ({h : ∃ T s.t. ‖hτ‖ = α ∀τ ≥ T} | ht) = 1

for any action a ∈ A. That is, the history must become absorbed at state α in finite time almost surely.

Proof. Consider all histories hτ at which ‖hτ‖ = (α1, β2). Choose any arbitrary T > 0. Then the probability

that play becomes absorbed at α within T units of time is at least:

1

2

(
1− e−2λT

)
> 0.

Precisely the same bound can be used when starting at a history hτ where ‖hτ‖ = (β1, α2).

Now consider the state (β1, β2). Since one of the inequalities must hold, there must exist T/2 > 0 and

p > 0 such that

Pr
(
h : ∃ τ ∈ [t, t+ T/2] s.t. ‖hτ‖ 6= β | ht

)
> p

for all ht such that ‖ht‖ = β. But then with probability at least

p
1

2

(
1− e−λT

)
play must absorb at α within T periods of t, implying the claim in the lemma.

We would like to point out that the conditions in Lemma 6.1 do not guarantee that play is surely absorbed

in (α) if both players had a certain number of arrivals (even in a specific order). This is because there can

be mixing in an SPNE at histories at which play has not reached yet the limit outcome.

Lemma 6.1 provides a sufficient condition under which the unique limit outcome is α in all SPNE,

provided that (α) is an absorbing state in all MPE. Next we provide conditions that guarantee the latter.

To simplify notation, we define vβi to be:

vβi =
r

r + λ
ui(β) +

λ

r + λ

(
r

r + λ
ui(αi, β−i) +

λ

λ+ r
ui(α)

)
This payoff describes the payoff that player i obtains by transitioning along the cycle: (βi, β−i)→ (αi, β−i)→

(αi, α−i) before eventually absorbing at (αi, α−i).
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Lemma 6.2. Suppose that the following inequalities both hold for either i = 1, 2:

r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i) >

r

r + λ
ui(βi, α−i) +

λ

r + λ
ui(α)

r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i) >

r

r + 2λ
ui(βi, α−i) +

2λ

r + 2λ

(
1

2
ui(α) +

1

2
max{ui(β), vβi }

)
.

Then in any SPNE, both players i = 1, 2 must play αi whenever player −i’s currently played action is α−i.

Proof. See the Supplementary Appendix C.

Then the above lemma together with Lemma 6.1 immediately implies the following theorem.

Theorem 6.3. Suppose that the following inequalities both hold for either i = 1, 2:

r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i) >

r

r + λ
ui(βi, α−i) +

λ

r + λ
ui(α)

r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i) >

r

r + 2λ
ui(βi, α−i) +

2λ

r + 2λ

(
1

2
ui(α) +

1

2
max{ui(β), vβi }

)
.

Suppose further that the following inequality holds for at least one i = 1, 2:

r

r + λ
ui(αi, β−i) +

λ

r + λ
ui(α) > ui(β).

Then in all SPNE σ,

Prσ({h : ∃ T s.t. ht = α ∀t ≥ T} | h0 = a0) = 1

for any initial state a0.

In the Supplementary Appendix we provide a sufficient condition for unique limit outcome in BoS games,

as well as additional results related to unique limit outcome in SPNE. We show that (i) unique limit outcome

in MPE does not imply unique limit outcome in SPNE; and (ii) uniqueness of limit outcome in SPNE does

not imply uniqueness of SPNE or expected payoffs in SPNE. We also provide stricter sufficient conditions

guaranteeing uniqueness of SPNE.

6.3 Heterogeneous Arrival Rates

The results of Section 4 generalize to environments with asymmetric arrival rates in a straightforward man-

ner.19 Below we provide the generalizations and relegate the proofs to the Supplmentary Appendix.

Proposition 6.4. In a 2-player coordination game, α is the unique limit outcome in MPE iff:

(i) r
λ−i+r

ui(αi, β−i) + λ−i
λ−i+r

ui(α) > ui(β) for some i;

and

(ii) ui(βi, α−i) + λ−i
λi+r

ui(β) < ui(α) + λ−i
λi+r

ui(αi, β−i) for some i.

19Our proofs for the results in Section 5 rely on the symmetry of players, hence the techniques we employ cannot be used to
extend those results to environments with heterogenous arrival rates.
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As in Section 4, define

pi ≡
ui(β)− ui(αi, β−i)
ui(α)− ui(αi, β−i)

.

and let p = min{p1, p2}.

Proposition 6.5. There exists an open parameter of discount rates in which α is the unique limit outcome

in all MPE if and only if either

u1(α)− u1(β1, α2)

u1(β)− u1(α1, β2)
> min

{
p2
λ2
λ1
,

p1

p1
λ1

λ2
+ (1− p1)

}
, or

u2(α)− u2(β2, α1)

u2(β)− u2(α2, β1)
> min

{
p1
λ1
λ2
,

p2

p2
λ2

λ1
+ (1− p2)

}
.

Note that when λ1 = λ2, the above proposition coincides with Proposition 4.5. Moreover when arrival

rates are more unequal, the above inequalities are both more likely to be satisfied. Thus the set of payoff

parameters under which there exists an open parameter of discount rates in which α is the unique limit

outcome in all MPE expands when arrival rates are more unequal. A similar feature arises in CKLS (2014)

in n-player common interest games.20

6.4 Battle of the Sexes games

In many situations in which participants would like to coordinate, their interests are only partially aligned,

as they disagree what outcome to coordinate on. The simplest class of such games, referred to as Battle

of the sexes (henceforth BoS) games, was first discussed in Luce and Raiffa (1957). Here we show that our

results for pure coordination games extend to the above class of games.

Using the same notation for payoffs as we did for 2-player coordination games, the only difference in the

constraints on payoff parameters is that u2(β) > u2(α). Thus α is player 1’s preferred static Nash equilbrium

and β is player 2’s preferred static Nash equilibrium.

First we observe that Lemma 4.1 extends to this class of games, with the proof unchanged. This leads

to the following modification of Lemma 4.2.

Lemma 6.6. In BoS games, (β1, α2) cannot be part of any absorbing cycle in any MPE.

Proof. For (β1, α2) to be part of an absorbing cycle, first we need v1(α) > v1(β1, α2). Otherwise by

Lemma 4.1, v1(β) > v1(α1, β2) which implies that v2(β) > v2(β1, α2), making β an absorbing state.

Using a symmetric argument, we must have v2(β) > v2(β1, α2). But if v1(α) > v1(β1, α2) and v2(β) >

v2(β1, α2), (β1, α2) clearly cannot be part of an absorbing cycle.

As in the coordination games analysis, we first study necessary and sufficient conditions for an equilibrium

with β as a member of the absorbing cycle to exist. The possible equilibrium dynamics exhibiting an

absorbing cycle with (β) as a member are the following:
20See the discussion succeeding Theorem 2 in CKLS (2014).
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α1, α2

β1, α2 β1, β2

α1, β2 α1, α2

β1, α2 β1, β2

α1, β2

α1, α2

β1, α2 β1, β2

α1, β2 α1, α2

β1, α2 β1, β2

α1, β2

α1, α2

β1, α2 β1, β2

α1, β2

Following the same approach as in 2-player coordination games, we characterize necessary and sufficient

conditions under which an equilibrium with (β) as a member of the absorbing cycle exists. Then whenever

these conditions are violated, we conclude that (α) must be the unique limit outcome in all equilibria. These

conditions are summarized in the following proposition whose details are postponed to the Supplementary

Appendix.

Proposition 6.7. The necessary and sufficient conditions for (α) to be the unique absorbing state in any

MPE are:

r

λ+ r
u2(α1, β2) +

λ

λ+ r
u2(β) < u2(α)

r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α) > u1(β)

and one of the following:

1.

u1(α) +
λ

λ+ r
u1(α1, β2) > u1(β1, α2) +

λ

λ+ r
u1(β)

2. or

u2(α1, β2) +
λ

λ+ r
u2(β) < u2(α) +

λ

λ+ r
u1(β1, α2).

Proof. See Appendix D.
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A n-Player Symmetric Games

We first establish the following proposition, which directly implies some of the statements in subsequent

proofs.

Proposition A.1. Let r` → 0 and p` be a symmetric MPE of the game with discount factor r` such that

p`n−1 = 1 for all `. Let v` be the corresponding vector of equilibrium payoffs. Suppose that

lim
`→∞

p` = p, lim
`→∞

v` = v.

Then v(s) = uαn−1 for all s.

A.1 Proof of Proposition A.1

In this section, we prove Proposition A.1. Consider the sequence defined in the lemma. Define δ` = nλ
r`+nλ

.

Given any matrix X, denote by X>, the transpose of X. Let

u =
(
uαn−1, u

β
n−1, u

α
n−2, u

β
n−2, . . . , u

α
0 , u

β
0

)>
.

Define for each ` the corresponding vector of equilibrium continuation payoffs

v` =
(
vα,`n−1, v

β,`
n−1, v

α,`
n−2, v

β,`
n−2, . . . , v

α,`
0 , vβ,`0

)>
We can define a transition matrix A` associated with a symmetric equilibrium p` in a natural way:

A`((α, k), (α, k + 1)) =
n− k − 1

n
p`k+1

A`((α, k), (α, k − 1)) =
k

n
(1− p`k)

A`((α, k), (β, k)) =
1

n
(1− p`k)

A`((α, k), (α, k)) = 1− n− k − 1

n
p`k+1 −

k

n
(1− p`k)− 1

n
(1− p`k),

and

A`((β, k), (β, k + 1)) =
n− k − 1

n
p`k

A`((β, k), (β, k − 1)) =
k

n
(1− p`k−1)

A`((β, k), (α, k)) =
1

n
p`k

A`((β, k), (β, k)) = 1− n− k − 1

n
p`k −

k

n
(1− p`k−1)− 1

n
p`k.
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Then the Bellman equation implies:

v` = (1− δ`)u+ δ`A`v` ⇔ v` = (1− δ`) (I − δ`A`)−1 u.22

21Note that this transition matrix differs slightly from the transition matrix defined at the beginning of Section A. Here it
is important to keep track of an individual’s currently played action so the transition matrix must also encode that additional
information. This additional information is ignored in Section A.
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Furthermore we know that A` converges (because p` converges) and so let A = lim`→∞A`.

A.1.1 Elementary Properties of T and Further Definitions

Consider the Markov chain induced by the transition matrix A = lim`→∞A`. By Corollary 5.1 (p66) in

Karlin and Taylor (1975), we can classify each communication class into either a transient class or a recurrent

class. Let T be the recurrent classes of the Markov chain A and let T be the set of all recurrent states.

Lemma A.2. The following properties hold for T .

1. If (α, k) is recurrent for some k < n− 1, then (β, k + 1) is also recurrent.

2. If (β, k) is recurrent for some k > 0, then (α, k − 1) is also recurrent.

3. If (α, k), (α, k′) ∈ R ∈ T for some k′ > k, then (α, k′′) ∈ R for all k′′ = k, k + 1, . . . , k′.

4. If (β, k), (β, k′) ∈ R ∈ T for some k′ > k, then (β, k′′) ∈ R for all k′′ = k, k + 1, . . . , k′.

Proof. Proof is obvious and thus omitted.

Given any state s, let ‖s‖ denote the number of players playing α at the state. For example, ‖(α, k)‖ =

k + 1 and ‖(β, k)‖ = k. Let

T β := {R ∈ T : ∃k, (β, k) ∈ R} ,

T α := {R ∈ T : ∃k, (α, k) ∈ R} .

Note that it may be possible that T β ∩ T α 6= ∅, but that T β ∪ T α = T .

We now form a partial order on sets of states. Let U,U ′ ⊆ S. Then we define:

U > U ′ ⇐⇒ ‖s‖ > ‖s′‖ for all s ∈ U, s′ ∈ U ′.

By Lemma A.2, and because we assumed p0 = 0 and pn−1 = 1 all along the sequence, we can then enumerate

the sets in T α and T β in the following manner. If {(β, 0)} ∈ T , then we enumerate according to the following:

{(α, n− 1)} = Rαm+1 > Rαm > · · · > Rα1 ,

Rβm > · · · > Rβ1 > R
β
0 = {(β, 0)}.

Otherwise, we enumerate in the following manner:

{(α, n− 1)} = Rαm+1 > Rαm > · · · > Rα1 > Rα0 ,

Rβm > · · · > Rβ1 > R
β
0 .

22Note that (I − δ`A`) is necessarily invertible since
∑∞
t=0 δ

t
`A

t
` exists and constitutes an inverse.
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Definition A.3. Given a state s, we say that R ∈ T neighbors s if s ∈ R or if s /∈ T and either

1. R > {s} and there exists no R′ ∈ T such that R > R′ > {s}, or

2. or R < {s} and there exists no R′ ∈ T such that R < R′ < {s}.

Given a state s, let N (s) be the set of recurrent classes that neighbor s. Note that the cardinality of

N (s) equals 1 if and only if s is recurrent. Otherwise, it can be either 2, 3, or 4.23 Given any recurrent class

R ∈ T and any state s, let

A∗sR :=
∑
s′∈R

A∗ss′ .

A.1.2 Properties of A

We first establish some elementary properties of A.

Lemma A.4. Let R ∈ T . Then R is aperiodic. Furthermore A∗ := limt→∞At exists.

Proof. Suppose otherwise. Then there exists some state s ∈ R such that

d(s) = gcd{t : Atss > 0} > 1,

which in particular implies that Ass = 0. This means however that according to the transition matrix A, all

players must change their actions with probability one from their corresponding actions in the state s. This

is then a contradiction since s can no longer be recurrent. Thus R is aperiodic.

For a proof of the last statement, see the characterization of A∗ in Karlin and Taylor (1975), in Theorems

1.2 and 3.1 and Problem 6 (p.77).

Lemma A.5. Av = v and A∗v = v.

Proof. Note the following identity:

δ`A`v
` + (1− δ`)u = (δ`A`P` + (1− δ`)I)u = P`u = v`.

This then implies that Av = v. This therefore implies that Atv = v for all t > 0 which means that

A∗v = v.

The above lemma allows for the use of important information regarding A∗ from standard Markov chain

theory to obtain information about the structure of P and thus the structure of v.

Lemma A.6. Suppose that R ∈ T and that s, s′ ∈ R. Then v(s) = v(s′).
23Recall that we assumed that A has a recurrent class at {α, n − 1} and {β, 0}, which implies that N (s) is at least 2 for

transitory states. Note also that in both directions from s there can be two different recurring classes, depending on player i
playing α or β.
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Proof. Let the unique invariant distribution of the recurrent class R be π (defined as a row vector) whose

support is obviously in R. Denote the submatrix of A∗ corresponding to the rows of states in R by A∗ |R.

Theorem 1.2 of Karlin and Taylor (1975) implies that

A∗ |R=
(

0 · · · 0 G 0 · · · 0
)

where

G =


π
π
...
π

 .

By Lemma A.5, since A∗v = v, v(s) = v(s′).

Due to the above lemma, given a recurrent class R, we write v (R) for the payoff associated with any

state in recurrent class R.

Lemma A.7. Let s be any state. Then

v(s) =
∑
R∈N (s)

A∗sRv (R) .

In other words, v(s) is a convex combination of the elements of the set {v (R)}R∈N (s).

Proof. This is trivial if s is recurrent. So assume that s is transient. By Lemma A.5, v = A∗v. Furthermore

note that if s′ is transient, A∗ss′ = 0 for all s. Thus

v(s) = A∗sv =
∑
s′∈T

A∗ss′v(s′) =
∑
R∈T

A∗sRv (R) .

Then it is easy to see that A∗sR = 0 for any R /∈ N (s). Therefore

v(s) =
∑
R∈N (s)

A∗sRv (R) .

This concludes the proof.

A.1.3 Concluding the Proof

To simplify notation, let us define the following: v
(
Rβm+1

)
:= uαn−1 and if Rβ0 = {(β, 0)}, v (Rα0 ) :=

v
(
Rβ0
)
.24

Lemma A.8. v
(
Rαj
)
≥ v

(
Rβj
)
for all j.

24Note that we define these accordingly even though Rβm+1 and Rα0 are undefined.
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Proof. We prove this by induction. Let us first prove that v (Rα0 ) ≥ v
(
Rβ0
)
. If Rβ0 = {(β, 0)}, this

follows by definition. Now suppose that (β, 0) ∈ Rβ0 but that {(β, 0)} 6= Rβ0 . Then note that Rα0 = Rβ0
and so trivially v (Rα0 ) ≥ v

(
Rβ0
)
. Finally suppose that (β, 0) < Rβ0 and that v (Rα0 ) < v

(
Rβ0
)
. Let

k = min{k′ : (α, k′) ∈ Rα0 }. Then pk = 1 and so using the equation Av = v, we get:

v (Rα0 ) = vαk ≥ v
β
k ≥

1

n
vαk +

k

n
v (Rα0 ) +

n− k − 1

n
vβk+1

=
k + 1

n
v (Rα0 ) +

n− k − 1

n
v
(
Rβ0
)
> v (Rα0 ) ,

which is a contradiction. This shows that v (Rα0 ) ≥ v
(
Rβ0
)
.

Suppose now that v
(
Rαj
)
≥ v

(
Rβj
)
. We want to prove that v

(
Rαj+1

)
≥ v

(
Rβj+1

)
. Suppose otherwise

so that

v
(
Rαj+1

)
< v

(
Rβj+1

)
.

We examine two cases:

v
(
Rβj
)
≥ v

(
Rαj+1

)
, (6)

v
(
Rβj
)
< v

(
Rαj+1

)
. (7)

Consider first case (6). In this case note that

v
(
Rαj+1

)
= min

{
v
(
Rβj
)
, v
(
Rβj+1

)
, v
(
Rαj
)
, v
(
Rαj+1

)}
.

Let k = min {k′ : (α, k′) ∈ Rα1 }. By the definition of a recurrent class, pk = 1. Note that because Av = v,

vβk =
1

n
vαk +

n− k − 1

n
vβk+1 +

k

n

(
pk−1v

β
k + (1− pk−1)vβk−1

)
≥ 1

n
v
(
Rαj+1

)
+
n− k − 1

n
v
(
Rβj+1

)
+
k

n
v
(
Rαj+1

)
where the last inequality follows from Lemma A.7. Then vβk > vαk which implies that for ` sufficiently large,

p`k = 0. But this contradicts the assumption that pk = 1.

Now consider case (7). In this case,

v
(
Rβj
)

= min
{
v
(
Rβj
)
, v
(
Rβj+1

)
, v
(
Rαj
)
, v
(
Rαj+1

)}
.

Let k = max
{
k′ : (β, k′) ∈ Rβj

}
. Then let k = min

{
k′ > k : vβk′ > v

(
Rβj
)}

. Note that vβk−1 = v
(
Rβj
)
.

Because Av = v, pk−1 = 0 since otherwise vβk−1 > v
(
Rβj
)
. Furthermore pk > 0 since otherwise, vβk =

v
(
Rβj
)
. Therefore vαk ≥ v

β
k > v

(
Rβj
)
. Moreover because Av = v,

vαk−1 =
1

n
vβk−1 +

k − 1

n
vαk−2 +

n− k
n

(
pkv

α
k + (1− pk)vαk−1

)
> v

(
Rβj
)

= vβk−1.

This however contradicts the earlier observation that pk−1 = 0.
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To complete the proof we now show that v
(
Rαj
)
≥ v

(
Rβj
)

= uαn−1 for all j, which implies, by Lemma A.7,

that v(s) = uαn−1 for all s. Suppose otherwise. Let

j∗ = min
{
j : v

(
Rβj′
)

= uαn−1 ∀j′ > j
}
.

Also let

k = max{k′ : (β, k′) ∈ Rβj∗},

k = max
{
k′ ≥ k : vβk′′ = u

(
Rβj∗

)
∀k′′ = k, . . . , k′

}
.

By Lemma A.8, we know that v
(
Rαj∗

)
≥ v

(
Rβj∗

)
and that v

(
Rαj
)

= v
(
Rβj
)

= uαn−1 for all j > j∗. These

observations along with Lemma A.7 imply that vβk+1 > v
(
Rβj∗

)
. For this to be the case, it must be that

pk+1 > 0, otherwise vβk+1 =
(
Rβj∗

)
by Av = v. But this implies that vαk+1 ≥ vβk+1 > v

(
Rβj∗

)
. Furthermore

pk = 0 since otherwise, vβk > v
(
Rβj∗

)
. But since Av = v,

vαk =
1

n
vβk +

k

n
vαk−1 +

n− k − 1

n

(
pk+1v

α
k+1 + (1− pk+1)vαk

)
> v

(
Rβj∗

)
.

This however implies that pk = 1 which is a contradiction. This completes the proof of Proposition A.1.

A.2 Proof of Claim 5.2

We can now prove Claim 5.2 which proceeds via two steps:

1. Any recurrent class of any equilibrium must be either {α} or {β}.

2. There exists some r∗ such that for all r < r∗, there exists no equilibrium with both {α} and {β} as

recurrent classes.

Here we show the first step of the proof above.

Lemma A.9. Suppose that a stationary symmetric MPE has a recurrent class C consisting of multiple

states. Then C must be connected (i.e. k < k′ and k, k′ ∈ C implies ` ∈ C for all ` ∈ (k, k′)). Furthermore if

C = {k, k + 1, . . . , k}, then vαk = vβk for every k ≤ k ≤ k − 1.

Proof. The proof is immediate and thus omitted.

Lemma A.10. Suppose that C is a recurrent class of some symmetric stationary MPE. Then C consists of

exactly one state.

Proof. Suppose otherwise and let C = {k, k + 1, . . . , k}. By the definition of a recurrent class, pk−1 = 1 and

pk = 0. Furthermore we must have vαk = vβk for all k = k, . . . , k − 1.

First suppose that k = 0 and k = n − 1. Then we must have vαn−1 = vβn−1, v
α
n−2 = vβn−2. Note that

because it is optimal to always play α in the future, vαn−1 must be some convex combination of uαn−1 and
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vαn−2, i.e. there exists some λ ∈ (0, 1) such that vαn−1 = λuαn−1 + (1 − λ)vαn−2. Similarly, there exists some

µ ∈ (0, 1) such that vβn−1 = µuβn−1 + (1 − µ)vβn−2. Clearly, v
β
n−1 > uβn−1 and vαn−1 < uαn−1. Therefore the

above expressions imply that vαn−1 > vαn−2 and vβn−1 < vβn−2. This then contradicts indifference at all states.

Next consider the case in which either 0 < k or k < n. The proofs are exactly symmetric so we consider

only the case in which k < n. Consider the state at which a player is currently playing α and k others are

playing α. By the definition of a recurrent class, σ(k) = 0 and therefore vα
k
≤ vβ

k
.

Note however that there exists some λ ∈ (0, 1] such that vα
k
≥ λu(α, k) + (1−λ)vα

k−1 since by optimality,

the player cannot have a profitable deviation to playing α forever until play absorbs at the recurrent class.

Note however that because always playing α is optimal once play has entered the recurrent class, vα
k−1 <

u(α, k). Therefore vα
k
> vα

k−1.

Now consider a player currently playing β against k others playing α. An optimal strategy for such a

player is to always play β and therefore vβ
k
> u(β, k). Furthermore there exists some µ ∈ (0, 1] such that

vβ
k

= µu(β, k)+(1−µ)vβ
k−1. Therefore v

β

k−1 > vβ
k
. But the above inequalities imply: vα

k
> vα

k−1 = vβ
k−1 > vβ

k
.

This means that C cannot be a recurrent class, which is a contradiction.

Lemma A.11. Let k be a recurrent state of some stationary symmetric MPE. Then k = 0 or k = n.

Proof. Suppose there exists a symmetric MPE such that there exists an interior recurrent state 0 < k < n.

Then vβk = uβk and vαk−1 = uαk−1. Suppose first that uβk ≥ uαk−1. Consider a player currently playing α when

facing k − 1 opponents currently playing α.

By deviating and playing β forever the player obtains a payoff at least λuβk−1+(1−λ)vβk = λuβk−1+(1−λ)uβk

for some λ ∈ (0, 1]. But this strict convex combination is strictly greater than uβk ≥ uαk−1 which means that

this player has a strictly positive profitable deviation, which is a contradiction.

Similarly consider the case in which uβk < uαk−1. Then a player currently playing β against k others

playing α can deviate to playing α forever in the future giving him a payoff at least: λuαk + (1 − λ)uαk−1

for some λ ∈ (0, 1]. This is again strictly greater than uαk−1 > uβk , which yields a strictly positive profitable

deviation. This proves the claim.

Thus far we have shown that in any equilibrium under any parameters, the only recurrent classes are

either {α} or {β}. To complete the proof of Claim 5.2, we need to show that there exists some r∗ > 0 such

that for all r < r∗, there does not exist any equilibria p with p0 = 0 and pn−1 = 1. Suppose otherwise. Then

there exists a sequence r` → 0 with corresponding equilibria p` (with continuation payoff vector v`) such

that p`0 = 0 and p`n−1 = 1 for all `. Now take a subsequence such that both p` and v` converge. But note

that lim`→∞ vβ,`0 = uβ0 since p`0 = 0 for all `. However Proposition A.1 implies that lim`→∞ vβ,`0 = uαn−1, a

contradiction. This completes the proof of Claim 5.2.

28



A.3 Proof of Claim 5.3

We prove the following two lemmata which together immediately imply Claim 5.3.

Lemma A.12. Suppose that an equilibrium q exists with qk < 1 for all k = 0, 1, . . . , n− 1 and q0 = 0. Then

for every k ≤ n− 1,

vβk ≤
r

r + λ(k + 1)
uβk +

λ(k + 1)

r + λ(k + 1)

(
1

k + 1
vβk +

k

k + 1
vβk−1

)
.

Proof. We first show that vβk is strictly decreasing in k. Note first that vβ0 = uβ0 and since always playing β

is an optimal strategy, vβ0 > vβ1 trivially. Now suppose that there exists some k such that vβk+1 ≥ v
β
k . Let k

∗

be the minimal such k. Note from the above discussion that k∗ ≥ 1. Again because an optimal strategy is

to play β forever, there must be some λ ∈ (0, 1) such that

(1− λ)uβk∗+1 + λvβk∗ ≥ v
β
k∗+1 ≥ v

β
k∗ ,

which implies that uβk∗ > uβk∗+1 ≥ vβk∗+1 ≥ vβk∗ . But now consider the payoff vβk∗ . There must exist some

a, b > 0 with a + b ≤ 1 such that vβk∗ = auβk∗ + bvβk∗−1 + (1 − a − b)vβk∗+1. But since uβk∗ , v
β
k∗−1 > vβk∗ and

vβk∗+1 ≥ v
β
k∗ ,

vβk∗ = auβk∗ + bvβk∗−1 + (1− a− b)vβk∗+1 > vβk∗ ,

which is a contradiction.

With the above observation, we can conclude the proof. Clearly the statement holds for vβ0 , so consider

any k ≥ 1. Then

vβk =
r

r + λn
uβk +

λn

r + λn

(
1

n
vβk +

k

n

(
pk−1v

β
k + (1− pk−1)vβk−1

)
+
n− k − 1

n

(
pkv

β
k+1 + (1− pk)vβk

))

≤ r

r + λn
uβk +

λn

r + λn

(
1

n
vβk +

k

n
vβk−1 +

n− k − 1

n
vβk

)
,

where the last inequality follows from the observation that vβk is strictly decreasing in k. Then the above

implies:

vβk ≤
r

r + λ(k + 1)
uβk +

λ(k + 1)

r + λ(k + 1)

(
1

k + 1
vβk +

k

k + 1
vβk−1

)
.

Lemma A.13. Suppose that an equilibrium q exists with qk < 1 for all k = 0, 1, . . . , n − 1 and q0 = 0.

Define k = max{k < n− 1 : qk ∈ (0, 1)}.25 Then for all k > k,

vαk ≥
r

r + λ(k + 1)
uαk +

λ(k + 1)

r + λ(k + 1)

(
1

k + 1
vβk +

k

k + 1
vαk−1

)
.

25Throughout we use the convention that max ∅ = −1.
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Proof. We first show that pk+1v
α
k+1 + (1 − pk+1)vαk ≥ vαk for all k > k. Note that the above is trivial if

k < k < n − 2 or if pn−1 = 0. So it remains to prove the claim when pn−1 ∈ (0, 1) and k = n − 2. In this

case, note that

vαn−1 =
r

r + (n− 1)λ
uαn−1 +

(n− 1)λ

r + (n− 1)λ

(
pn−1v

α
n−1 + (1− pn−1)vαn−2

)
.

Because uαn−1 >
(
pn−1v

α
n−1 + (1− pn−1)vαn−2

)
, vαn−1 ≥ vαn−2. Therefore, pn−1vαn−1 + (1−pn−1)vαn−2 ≥ vαn−2.

Now consider any k > k.

vαk =
r

r + λn
uαk +

λn

r + λn

(
1

n
vβk +

k

n

(
pkv

α
k + (1− pk)vαk−1

)
+
n− k − 1

n

(
pk+1v

α
k+1 + (1− pk+1)vαk

))
≥ r

r + λn
uαk +

λn

r + λn

(
1

n
vβk +

k

n
vαk−1 +

n− k − 1

n

(
pk+1v

α
k+1 + (1− pk+1)vαk

))
≥ r

r + λn
uαk +

λn

r + λn

(
1

n
vβk +

k

n
vαk−1 +

n− k − 1

n
vαk

)
,

where the last inequality obtains from the above observation. Rearranging, we obtain the desired inequality:

vαk ≥
r

r + λ(k + 1)
uαk +

λ(k + 1)

r + λ(k + 1)

(
1

k + 1
vβk +

k

k + 1
vαk−1

)
.

A.4 Proof of the Second Part of Proposition 5.4

Proof. Consider the strategy profile in which all players play β with probability one at every state. Denote

by vβk the continuation value for a player currently playing β and k others currently playing α, conditional

on all players playing β in the future. Similarly define vαk as the continuation value for a player currently

playing α and k others are playing α conditional on all players playing β in the future. We show that vβk > vαk

for all k when r is sufficiently close to 0.

Let us define the following expression:

Γk =

k∏
i=1

(iλ+ r).

Now note that for every k = 0, 1, . . . , n− 1,

vβk =
r

(k + 1)λ+ r
uβk +

(k + 1)λ

(k + 1)λ+ r

(
1

k + 1
vβk +

k

k + 1
vβk−1

)
,

vαk =
r

(k + 1)λ+ r
uαk +

(k + 1)λ

(k + 1)λ+ r

(
1

k + 1
vβk +

k

k + 1
vαk−1

)
.

Using the above, we can write:

vβk+1 − v
α
k+1 =

r

(k + 2)λ+ r
(uβk+1 − u

α
k+1) +

kλ

(k + 1)λ+ r
(vβk − v

α
k )

Then it is easy to show that
vβk − vαk

r
=

k∑
i=0

k!

i!

Γiλ
k−i

Γk+1
(uβi − u

α
i ).
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Now note that the right hand side of the above inequality evaluated at exactly r = 0 is equal to

k∑
i=0

(uβi − u
α
i ) > 0.

Thus we can choose r∗ > 0 such that for all r < r∗ and for all k,

vβk − vαk
r

> 0.

But this means that for all k and all r < r∗,

vβk > vαk .

Thus for all r < r∗, the pure strategy profile in which all players play β at all histories is indeed an equilibrium

of the game.
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B Supplementary Appendix: Not for Publication

B.1 A Formal Definition of Strategies

To define strategies, first we define a probability space (Ω, P,F), with a sigma-algebra F and a probability

measure P . Define for every i, a pair of stochastic processes Xi : [0,∞)×Ω→ N and Yi : [0,∞)×Ω→ ∆(Ai)

defined on the probability space (Ω, P,F). Xi is defined to be a Poisson process with arrival rate λ while Yi

is defined with respect to Xi in the following manner: Given jump times 0 = τ0 < τ1 < τ2 < . . . determined

by Xi, we define for all t ∈ [τk, τk+1), Yt := Zk where {Zk}∞k=0 is a sequence of independently identically

distributed random variables which are uniform distributions over Ai. Then define Qi := (Xi, Yi).

Finally define Q := (Q1, . . . , Qn) where the collection {Qi}ni=1 are independent and let F∗ := {F∗t }t≥0 be

the natural filtration generated by the stochastic process Q. Then we define a strategy for player i formally

to be a stochastic process σi : [0,∞)× Ω→ ∆(Ai) that is adapted to the filtration F∗.

Note that the above formulation of strategies assumes that arrivals are publicly observed, with the

interpretation that σi(t, ω) is the mixed action that player i would choose given information Ft at time t if

she indeed obtained an arrival at time t.

B.2 2-Player Coordination Games

First note that Lemma 4.1 and Lemma 4.2 generalize to environments with asymmetric arrival rates with

minor modifications. With this observation, we prove the following lemma which immediately implies

Lemma 4.3 and Proposition 6.4.

Lemma B.1. The necessary and sufficient conditions for an equilibrium with (β) to be an absorbing state

is either

r

λ−i + r
ui(αi, β−i) +

λ−i
λ−i + r

ui(α) ≤ ui(β) ∀ i = 1, 2

or

ui(βi, α−i) +
λ−i
λi + r

ui(β) ≥ ui(α) +
λ−i
λi + r

ui(αi, β−i) ∀ i = 1, 2.

Proof of Lemma B.1. Before we begin, let us define Λ = λ1 + λ2 to simplify notation.

Case 1: Myopic Best Response

α1, α2

β1, α2 β1, β2

α1, β2
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In order for this strategy profile to constitute an MPE, the indicated actions have to be best responses

for when the opponent is currently playing α, and when the opponent is currently playing β. Note that the

first requirement holds for any parameter specification. The condition for the second one is:

r

λ−i + r
ui(αi, β−i) +

λ−i
λ−i + r

ui(α) ≤ ui(β) ∀ i = 1, 2.

Case 2: Pure Strategy, β Unique Absorbing State

α1, α2

β1, α2 β1, β2

α1, β2

In this strategy profile, it is trivially a best response for each player i to play βi whenever the opponent’s

currently played action is β−i. The displayed strategies are optimal if and only if, when the other player is

currently playing α, players prefer to move out of state (α) first (otherwise at least one player would like to

deviate at this state):

ui(βi, α−i) +
λ−i
λi + r

ui(β) ≥ ui(α) +
λ−i
λi + r

ui(αi, β−i) ∀ i = 1, 2.

Case 3: Mixed Strategy, β Unique Absorbing State

α1, α2

β1, α2 β1, β2

α1, β2

The condition for this strategy profile to constitute an MPE is:

ui(βi, α−i) +
λ−i
λi + r

ui(β) ≥ ui(α) +
λ−i
λi + r

ui(αi, β−i) ∀ i = 1, 2.

Note that given that players mix when the opponent is currently playing α−i, by Lemma 4.1, β must be an

absorbing state. So the only necessary and sufficient conditions for the above dynamics to be an equilibrium

again concern the incentives of players whenever the opponent’s currently played action is α−i.
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This gives us sufficient conditions for a mixed equilibrium to exist. These inequalities are also necessary

for the following reason. If such an equilibrium exists, there exists p1 and p2 such that for every i,

r

λ−i + r
ui(βi, α−i) +

λ−i
λ−i + r

ui(β) = vi(βi, α−i) = vi(α)

=
r

λ−i + r
ui(α) +

λ−i
λ−i + r

(p−ivi(α) + (1− p−i)vi(αi, β−i)) .

This means that for each i, vi(α) > vi(αi, β−i). Therefore,

vi(α) ≥ r

λ−i + r
ui(α) +

λ−i
λ−i + r

vi(αi, β−i)

vi(αi, β−i) =
r

Λ + r
ui(αi, β−i) +

λi
Λ + r

vi(β) +
λ−i

Λ + r
(p−ivi(α) + (1− p−i)vi(αi, β−i))

≥ r

Λ + r
ui(αi, β−i) +

λi
Λ + r

vi(β) +
λ−i

Λ + r
vi(αi, β−i)

Thus

r

λ−i + r
ui(βi, α−i) +

λ−i
λ−i + r

ui(β) ≥ r

λ−i + r
ui(α) +

λ−i
λ−i + r

(
r

λi + r
ui(αi, β−i) +

λi
λi + r

vi(β)

)
.

Rearranging we obtain the desired inequalities.

Therefore the necessary and sufficient conditions for the existence an equilibrium with (β) as an absorbing

state is either

r

λ−i + r
ui(αi, β−i) +

λ−i
λ−i + r

ui(α) ≤ ui(β) ∀ i = 1, 2;

or

ui(βi, α−i) +
λ−i
λi + r

ui(β) ≥ ui(α) +
λ−i
λi + r

ui(αi, β−i) ∀ i = 1, 2.

B.2.1 Proof of Proposition 6.5

Proof. We can rewrite the conditions required for the selection of α as the unique absorbing state in all MPE

as follows:

λ−i
λ−i + r

> pi for some i,

ui(α)− ui(βi, α−i)
ui(β)− ui(α1, β−i)

>
λ−i
λi + r

for some i.

Now given i, j ∈ {1, 2}, for both of the following inequalities to hold for some open set of discount rates r,

λ−j
λ−j + r

> pj

ui(α)− ui(βi, α−i)
ui(β)− ui(α1, β−i)

>
λ−i
λi + r

,
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we need
ui(α)− ui(βi, α−i)
ui(β)− ui(α1, β−i)

>
λ−i

λi + r∗

for r∗ =
λ−j(1−pj)

pj
. Substituting for r∗, we obtain:

ui(α)− ui(βi, α−i)
ui(β)− ui(α1, β−i)

>
pjλ−i

pjλi + λ−j(1− pj)
.

Thus there exists an open set of discount rates in which α is selected as the unique absorbing state in all

MPE if and only if:

ui(α)− ui(βi, α−i)
ui(β)− ui(α1, β−i)

> min
j=1,2

{
pjλ−i

pjλi + λ−j(1− pj)

}
= min

{
pi

pi + (1− pi)λ−iλi
, p−i

λ−i
λi

}

for some i. This completes the proof.

B.3 Standard Definitions and Propositions from Markov Chain Theory

Recall the following definitions and propositions from standard Markov chain theory. Let Ω be an arbitrary

finite state space and L : Ω→ Ω a Markov transition matrix.

Definition B.2. State j is accessible from state j (abbreviated i → j) if there exists some t such that

Ltij > 0.

Definition B.3. Two distinct states i and j communicate if i is accessible from j and j is accessible from i.

Because the “communicates” relation is an equivalence relation, we can now partition the state space into

communication classes:

Definition B.4. A communication class C of states is a non-empty set of states such that

1. for each i, j ∈ C with i 6= j, i communicates with j

2. and for each i ∈ C, there exists no j /∈ C such that i communicates with j.

We finally need to define recurrence and transience of a state. To do this,let f ti denote the probability

with which the Markov chain returns to state i (when starting initially from i) for the first time at time t.

Definition B.5. A state is recurrent if and only if
∞∑
t=0

f ti = 1.

A state that is non-recurrent is called transient.

The following proposition is trivial from the definition of transience.
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Proposition B.6. Let i be a state. If there exists j such that i→ j and i is not accessible from j, then i is

transient.

In other words, if i is recurrent and j is accessible from i, then i and j must belong to the same

communication class. The following proposition allows us to classify each communication class into either a

transient class or a recurrent class.

Proposition B.7. For a finite state Markov chain with a communication class C, either all states in C are

recurrent or all states in C are transient.

Finally we introduce the notion of periodicity of a state.

Definition B.8. Let i be a state. Then the period of i is

d(i) = gcd{t > 0 : Ltii > 0}.

A state i is called aperiodic if d(i) = 1. If d(i) > 1, then i is called periodic.

As with recurrence and transience, all states in the same communication class have the same period.

Therefore we can classify a communication class to be either aperiodic or periodic.

Proposition B.9. Let C be a communication class of a finite state Markov chain. Then if i, j ∈ C, d(i) =

d(j).

C Unique Limit Outcome in SPNE

C.1 Coordination Games

Proof of Lemma 6.2. Note first that in any equilibrium, at state α, player i can guarantee himself a payoff

of at least r
r+λui(α) + λ

r+λui(αi, β−i) by playing αi upon any arrival. We now compute an upper bound on

the payoff that player i can obtain when player i is at a history hτ such that ‖hτ‖ = (βi, α−i), where ‖hτ‖

is the currently played action profile at time τ .

To do this, let vi(a0) be the best possible player i SPNE payoff given initial state a0. We now show that

if the inequalities in the premises of the lemma hold for player i, then

vi(βi, α−i) <
r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i).

Note that this then immediately implies that player i must play αi at all histories and all SPNE whenever

player −i’s currently played action is α−i.

Suppose first that vi(βi, α−i) ≥ vi(β). Then

vi(βi, α−i) ≤
r

2λ+ r
ui(βi, α−i) +

2λ

2λ+ r

(
1

2
vi(βi, α−i) +

1

2
ui(α)

)
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which then implies that

vi(βi, α−i) ≤
r

λ+ r
ui(βi, α−i) +

λ

λ+ r
ui(α) <

r

r + λ
ui(α) +

λ

r + λ
ui(αi, β−i).

Next let vi(β) > vi(βi, α−i). Then

vi(βi, α−i) ≤
r

2λ+ r
ui(βi, α−i) +

2λ

2λ+ r

(
1

2
vi(β) +

1

2
ui(α)

)
.

Furthermore

vi(β) ≤ r

2λ+ r
ui(β) +

2λ

2λ+ r

(
1

2
vi(β) +

1

2
max{vi(β), vi(αi, β−i)}

)
Then it is easy to see that if vi(β) ≥ vi(αi, β−i) then vi(β) ≤ ui(β) and vi(β) ≤ vβi if vi(β) < vi(αi, β−i).

Therefore

vi(β) ≤ max{ui(β), vβi }.

This then implies that

vi(βi, α−i) ≤
r

2λ+ r
ui(β) +

2λ

2λ+ r

(
1

2
ui(α) +

1

2
max{ui(β), vβi }

)
<

r

2λ+ r
ui(α) +

λ

λ+ r
ui(αi, β−i).

This then proves that player i plays αi whenever the opponent’s currently played action is α−i in all

SPNE. But then because α is Pareto dominant, player −i must also play α−i whenever player i’s currently

played action is αi.

C.2 BoS Games

As in coordination games, it remains to provide sufficient conditions for players to play αi at all histories and

all SPNE given that the currently played action of player −i is α−i. Because α is the best payoff for player 1,

we provide sufficient conditions under which player 2 chooses action α2 in all SPNE whenever the currently

played action of player 1 is α1. Having established this property, then it is easy to see that player 1 must

choose α1 whenever player 2’s currently played acton is α2 in all SPNE. Then with the help of Lemma 6.1,

we can establish that the unique limit outcome in all SPNE must be α.26

To shorten notation define

vα =
r

λ+ r
u2(α) +

λ

λ+ r

(
r

λ+ r
u2(α2, β1) +

λ

λ+ r
u2(β)

)
.

Intuitively this is the payoff that player 2 would receive if play began at state (α1, α2) and player 1 always

played β1 while player 2 played a myopic best response strategy. The payoff to this strategy will play a key

role in determining whether or not (α1, α2) will indeed be selected as the unique limit outcome in all SPNE.
26Exactly symmetric conditions can be provided for β to be the unique limit outcome in all SPNE.
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We will split the parameter space into two regions (u2(α2, β1) ≥ u2(α) and u2(α2, β1 < u2(α)), and first

consider the easier case in which u2(α2, β1) ≥ u2(α).

Lemma C.1. Suppose u2(α2, β1) ≥ u2(α) and that:

u2(α) >
r

λ+ r
u2(β2, α1) +

λ

λ+ r
u2(β), and

u2(α) >
r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(β) +

1

2
vα

)
,

then in any SPNE, player 2 must play α2 whenever player 1’s currently played action is α1.

Proof. Note first that in any equilibrium, at state (α1, α2), player 2 can guarantee himself a payoff of at least

u by playing α1 upon any arrival. We now compute an upper bound on the payoff that player 2 can obtain

at state (α1, β2).

To do this, let v(α), v(α1, β2), and v(β1, α2) the best possible player 2 SPNE payoffs at the respective

states. Note that we do not require that v(α), v(α1, β2), and v(β1, α2) be the payoffs at their respective

states in the same SPNE. We use these values to bound the continuation payoffs at the state (α1, β2) in any

SPNE.

Note that

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
max{v(α1, β2), v(α)}+

1

2
u2(β)

)
.

Suppose first that v(α1, β2) ≥ v(α). Then we have

v(α1, β2) ≤ r

λ+ r
u2(β2, α1) +

λ

λ+ r
u2(β) < u2(α).

Therefore the best possible payoff is less than the payoff that player 2 could guarantee at the state (α).

Thus we have shown that player 2 must play α2 with probability one upon arrival when the currently played

action of player 1 is α1 in any SPNE.

Suppose now that v(α) > v(α1, β2). Let us bound the payoff v(α):

v(α) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
max{v(α), v(α1, β2)}+

1

2
max{v(α), v(β1, α2)}

)
=

r

2λ+ r
u2(α) +

2λ

2λ+ r

(
1

2
v(α) +

1

2
max{v(α), v(β1, α2)}

)
.

Let us assume first that v(α) ≥ v(β1, α2). Then the above implies that v(α) ≤ u2(α). However this means

that

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(α) +

1

2
u2(β)

)
< u2(α).

Thus again it must be that player 2 plays α2 with probability one upon arrival in any SPNE when the

currently played action of player 1 is α1.
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Finally assume that v(α) > v(α1, β2) and v(β1, α2) > v(α). Then

v(β1, α2) ≤ r

2λ+ r
u2(α2, β1) +

2λ

2λ+ r

(
1

2
v(β1, α2) +

1

2
u2(β)

)
.

This implies that

v(β1, α2) ≤ r

λ+ r
u2(α2, β1) +

λ

λ+ r
u2(β).

This immediately implies that

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
vα +

1

2
u2(β)

)
< u2(α).

Thus in this case again, player 2 must play α2 with probability one whenever the currently played action of

player 1 is α1 in any SPNE.

We now proceed to the case when u2(α2, β1) < u2(α). Note that in this case, player 2 can no longer

guarantee a payoff of u2(α) at states (α) and (α2, β1). This complicates the analysis.

Lemma C.2. Suppose u2(α2, β1) < u2(α) and that

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1) >

r

λ+ r
u2(β2, α1) +

λ

λ+ r
u2(β), and

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1) >

r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(β) +

1

2
max{vα, u2(α)}

)
.

Then in any SPNE, player 1 must play α2 in any history at which player 2 is currently playing α1.

Proof. The proof follows along the same lines as the previous lemma. Define as in the previous lemma the

payoffs v(α), v(α1, β2), and v(β1, α2). We show that it must always be the case that

v(α1, β2) <
r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1).

Suppose first that v(α1, β2) ≥ v(α). Then

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
v(α1, β2) +

1

2
u2(β)

)
.

This then implies that

v(α1, β2) ≤ r

λ+ r
u2(β2, α1) +

λ

λ+ r
u2(β) <

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1).

Next let v(α) > v(α1, β2). Thus

v(α) ≤ r

2λ+ r
u2(α) +

2λ

2λ+ r

(
1

2
v(α) +

1

2
max{v(α), v(β1, α2)}

)
.

Suppose that v(α) ≥ v(β1, α2). Then the above implies that

v(α) ≤ u2(α).
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α2 β2
α1 2, 1 ε,−4
β1 1, 0 1, 2

Figure 2: Stage Game

This then means that

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(α) +

1

2
u2(β)

)
<

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1).

Finally suppose that v(β1, α2) > v(α) > v(α1, β2). Then it is easy to see that

v(α1, β2) ≤ r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(β) +

1

2
vα

)
<

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1).

Thus we have shown that v(α1, β2) < r
λ+ru2(α) + λ

λ+ru2(α2, β1). Therefore since player 2 can always

guarantee a payoff of
r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1)

at state (α) by always playing α2 in the future, player 2 must always play α2 when player 1 is currently

playing α1.

C.3 Uniqueness of Strategies in SPNE

First we show that uniqueness of a limit outcome in SPNE does not imply uniqueness of SPNE. Consider

the following example. Suppose that the stage game is the following:

with ε > 0 and let λ = 1 and r = 1
2 . We choose ε > 0 so that

1

2
· 1 +

1

4
· 1 +

1

4
· 2 > 1

2
· 2 +

1

2
ε > 1.

Due to the lemma above, we know that in any SPNE both players play αi whenever the opponent is currently

playing α−i.

In the above equilibrium, there exists a Markovian equilibrium with the following dynamics.

• Both players play αi with probability one whenever the opponent’s prepared action is α−i.

• player 1 plays α1 with probability 9/11 whenever the opponent’s prepared actions is β2.

• player 2 plays α2 with probability 3ε/(2− ε) whenever the opponent’s prepared action is β1.
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One can easily check that these strategies constitute a SPNE. Furthermore it is easy to see that the

payoffs at each state must be the following:

v(α1, α2) = (2, 1)

v(α1, β2) =

(
1

2
ε+ 1,−4

3

)
v(β1, α2) =

(
1

3
ε+

4

3
,

1

2

)
v(β1, β2) =

(
1

2
ε+ 1,

1

2

)
.

In fact the above is the unique MPE for this set of parameters.

However there also exists the following non-Markovian equilibrium that makes use of the above Markovian

strategy upon deviations.

• Both players play αi upon arrival as long as everyone has thus far played αj upon arrival.

• If at some point, a deviation occurred, then players play according to the Markovian equilibrium above.

Note that this non-Markovian equilibrium raises the payoff of player 1 at an initial state (β1, β2) beyond

what he can achieve in the Markovian equilibrium. This is because for player 1, going through the path

(β1, β2)→ (β1, α2)→ (α1, α2)

on the way from (β1, β2) to (α1, α2) is better than moving to α1 and using the path

(α1, β2)→ (α1, α2)

as long as player 2 is moving to α2 with probability one upon arrival. In the above strategy profile when

the state is (β1, β2), either player 1 arrives first giving him a payoff equal to the Markovian payoff at state

(β1, β2) of V1(β1, β2) or with strictly positive probability player 2 arrives first giving a payoff strictly better

than V1(β1, β2). Note that the “punishment” via reversion to the Markovian equilibrium is necessary since

otherwise, players would find it beneficial to simply wait at (β1, β2) for the other player to arrive and move

out for him instead of moving out himself.

We conclude this section by providing sufficient conditions for uniqueness of SPNE strategies in addition

to uniqueness of a limit outcome in SPNE.

Proposition C.3. Suppose that

r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α) > u1(β),

min

{
u2(α),

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1)

}
>

r

λ+ r
u2(β2, α1) +

λ

λ+ r
u2(β), and

min

{
u2(α),

r

λ+ r
u2(α) +

λ

λ+ r
u2(α2, β1)

}
>

r

2λ+ r
u2(β2, α1) +

2λ

2λ+ r

(
1

2
u2(β) +

1

2
max{vα, u2(α)}

)
.
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Suppose further that

u1(α1, β2) +
λ

λ+ r
u1(α) > u1(β) +

λ

λ+ r
u1(β1, α2)

or

u2(α2, β1) +
λ

λ+ r
u2(α) < u2(β) +

λ

λ+ r
u2(β2, α1).

Then there exists a unique SPNE.

Proof. We have already shown that the first two inequalities imply that player 2 must play α2 at any history

when player 1 is currently playing α1 and player 1 must play α1 at states when player 2 is currently playing

α2. We proceed again as in the previous proofs.

Suppose that the first inequality holds. The case for which the second inequality holds proceeds along

the same lines and so we omit the proof. We will show that

v1(β) <
r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α).

Suppose first that v1(β) ≤ v1(β1, α2). Then

v1(β1, α2) ≤ r

λ+ r
u1(β1, α2) +

λ

λ+ r
u1(β).

If v1(β) ≥ v1(α1, β2) then this implies that

v1(β) ≤ r

λ+ r
u1(β) +

λ

λ+ r

(
r

λ+ r
u1(β1, α2) +

λ

λ+ r
u1(α)

)
.

But clearly the above is strictly less than

r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α).

Suppose next that v1(β) ≤ v1(β1, α2) and v1(β) < v1(α1, β2). Again we have

v1(β1, α2) ≤ r

λ+ r
u1(β1, α2) +

λ

λ+ r
u1(α).

Additionally

v1(α1, β2) ≤ r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α).

This then implies that

v1(β) ≤ r

2λ+ r
u1(β) +

2λ

2λ+ r

(
1

2
v1(α1, β2) +

1

2
v1(β1, α2)

)
<

r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α).

Finally let us assume that v1(β) > v1(β1, α2). Therefore

v1(β) ≤ r

2λ+ r
u1(β) +

2λ

2λ+ r

(
1

2
v1(β) +

1

2
max{v1(β), v1(α1, β2)}

)
.
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One can show that this is less than r
λ+ru1(α1β2) + λ

λ+ru1(α).

Thus we have shown that in all of these cases,

v1(β) <
r

λ+ r
u1(α1, β2) +

λ

λ+ r
u1(α).

However the right hand side of the above inequality denotes the payoff that player 1 can guarantee when she

transitions play to (α1, β2). Therefore it must be that in any SPNE, player 1 must play α1 with probability

one at any history in which player 2 is currently playing β2. This establishes the claim.

D Battle of Sexes Games: MPE

Case 1: Myopic Best Response

α1, α2

β1, α2 β1, β2

α1, β2

In this strategy profile, it is trivially a best response for player 1 to play α1 whenever player 2’s current

action is α2. Furthermore it is a best response for player 1 to play β1 whenever player 2’s current action β2

if and only if

u1(β) ≥ r

r + λ
u1(α1, β2) +

λ

r + λ
u1(α).

Symmetric arguments show that incentive compatibility for player 2 is satisfied if and only if

u2(α) ≥ r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β).

Case 2: Pure Strategy, β Unique Absorbing State

α1, α2

β1, α2 β1, β2

α1, β2

In this strategy profile, it is trivially a best response for each player i to play βi whenever the opponent’s

currently played action is β−i. The displayed strategies are optimal if and only if, when the other player is
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currently playing α, players prefer to move out of state (α) first (otherwise at least one player would like to

deviate at this state):

ui(βi, α−i) +
λ

r + λ
ui(β) ≥ ui(α) +

λ

r + λ
ui(αi, β−i) ∀i = 1, 2.

Case 3: Asymmetric Pure Strategy, β Unique Absorbing State

α1, α2

β1, α2 β1, β2

α1, β2

It is clear that both players prefer to play βi whenever the opponent is current playing β−i. Thus it

remains to check incentives when the opponent is currently playing α−i. These incentives correspond to the

following inequalities:

u1(β1, α2) +
λ

r + λ
u1(β) ≤ u1(α) +

λ

r + λ
u1(α1, β2),

u2(α) ≤ r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β).

Case 4: Mixed Strategy, Absorbing Cycle

α1, α2

β1, α2 β1, β2

α1, β2

The above equilibrium exists if and only if

r

r + λ
u1(α1, β2) +

λ

r + λ
u1(α) ≥ u1(β)

r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β) ≥ u2(α).

By Lemma 4.1, given that player 1 mixes when player 2 is currently playing β2, player 1 strictly prefers to

play α1 whenever player 2 is currently playing α2. Similarly, player 2 strictly prefers to play β2 whenever

player 1 is currently playing β1. Thus the only necessary and sufficient conditions for the above dynamics to

be an equilibrium concern the incentives of players when the opponent is playing the less-preferred action.
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That the inequalities are sufficient for incentive compatibility is quite clear. They are also necessary for

the following reason. Suppose that an equilibrium of the above form exists. Then

v1(α1, β2) = v1(β) = u1(β),

v2(β2, α1) = v2(α) = u2(α).

Therefore

u1(β) = v1(α1, β2) =
r

r + λ
u1(α1, β2) +

λ

r + λ
(p2v1(α) + (1− p2)v1(α1, β2))

≤ r

r + λ
u1(α1, β2) +

λ

r + λ
u1(α),

u2(α) = v2(β2, α1) =
r

r + λ
u2(β2, α1) +

λ

r + λ
(p1v2(β) + (1− p2)v2(β2, α1))

≤ r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β).

Case 5: Mixed Strategy, β Unique Absorbing State

α1, α2

β1, α2 β1, β2

α1, β2

Finally the necessary and sufficient conditions for the above equilibrium to exist is given by the following

set of inequalities:

u1(β1, α2) +
λ

r + λ
u1(β) ≥ u1(α) +

λ

r + λ
u1(α1, β2)

and either

u2(α) ≥ r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β)

u2(β2, α1) +
λ

r + λ
u2(β) ≥ u2(α) +

λ

r + λ
u2(α2, β1),

or

u2(α) ≤ r

r + λ
u2(β2, α1) +

λ

r + λ
u2(β)

u2(β2, α1) +
λ

r + λ
u2(β) ≤ u2(α) +

λ

r + λ
u2(α2, β1)

This analysis together concludes the proof.
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